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Foreword

When asked whether Abssisted creation is becoming a new genre of filamaking, the
project creators Pierre Zandrowicz and Matt Tiemy a n s wlgjustegides usanore paint
brushes in our bucket and | [Matt Tiernay] mean essentially what we get to do is take
every frame of the film and paint into it

This statement illustrates the role of Al, particularly generative Al, as a tool that
assists various professionals in enhancing their work. Generative Al can enable workers to
become more multidisciplinary; for example, authos might use a generative Al tool to
create visuals for promoting their work. However, the rise of generative Al in the
audiovisual sector bringsalso new issues such as job disruptions and copyright concerns,
which decision-makers must address.

In response,the European AudiovisualObservatory(EAOhas reopened its 2020 Al
file to explore the intersection of technological innovation and legislative frameworks

t hr ot

This report confronts some of edsting seguldtiodsf i cul ti e

asking whether they are future-proof and adaptable to evolving technological landscapes
Conceived, shapedand coordinated by theEAQfs | e g all depart ment ,
into four parts.

Part 1 introduces readers to Al in the audiovisual sector, highlightingooth its
benefits and complications that the (quite) fragmented existing regulatory frameworkwill
have to tackle Chapter 1, authored by Justine RadelCormann (EAQ)sets the stage for
this discussion.

The second part delves into legal questions surrounding Al and data feeding the
machine. Chapter 2 by Philipp Hacker (Yale University) explores data protection and
privacy implications, and the impact of regulations like the GDPR and Al Act. It also
examines international data transfers and comparisons with US lawChapter 3 by
Gianluca CampusRwC Digital Innovation), analyses the use of copyrighted works for Al
training, the creation of derivative works, and the legal framework for using copyrighted
data.

The third part addresses five key issues Al poses to the audiovisual sector.
Chapter4, by Malte Baumann and Jan Nordemann (law firm NORDEMANN, Berlin)
discus®es authorship, liability, and transparency in the generative Al eraChapter 5 by
Kelsey Farish (Reviewed & Cleared, Londongonsiders the protection of actors' images
voices and personality rights against Al replication. Chapter § by Elodie Migliore
(University of Strasbourg) examines Al's impact on labour law, referencing recenS
strikes and legislative initiatives. Chapter 7, by Judit Bayer (University of Minster)
investigates Al's role in disinformation and regulatory measures to combat itChapter §
by Mira Burri (University of Lucerne)explores Al's impact on media pluralism and cultural
diversity (e.g. content personalisation and bias) and possible regulatory measures to
mitigate these effects and promote diverse content consumption.

1 Helisek with Breezeway Productionsnterviewing the creators Pierre Zandrowicz and Matt Tierpy at the

2023 Tribecafimfestival,Thei r ani me 6l n Search of Timey was presented

t

he


https://www.youtube.com/watch?v=C8cWgM0qvBI
https://tribecafilm.com/films/in-search-of-time-2023

Part 4 looks to the future, evaluating whether recent Al regulations are ready for
Al challenges brought to the AV sector Chapter 9 by Mark Cole and Sandra Schmitz
(EMR) offers aforward-looking perspective on how future regulations can better address
the evolving difficulties and opportunities brought about by Al, ensuring a balanced
approach that fosters innovation while protecting the rights and interests of all
stakeholders in the audiovisual industry Chapter 1Q by Bart van der Sloot (University of
Tilburg), rounds off the publication discussng ethical dilemmas such as authenticity the
potential for Al to distort reality, and broadersocietal impacts of Atgenerated content.

The introductory texts and concluding remarks, authored byJustine Radel
Cormann (EAQ)aim to contextualise these diverse legal and policy issues.

| extend my warmest thanks to the brilliant authors who contributed to this rich
report. To our readers, Will just say: enjoy the read!

Strasbourg, October 2024

Maja Cappello

IRIS Coordinator

Head of the Department for Legal Information
European Audiovisual Observatory
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PART | Generative artificial intelligence
and its potential to transform the
audiovisual sector

Generative artificial intelligence (genAl) is the core of this new wave of frenetic regulatory
activity. While discussions in the EU on adoption of the Al Act began in April 2021, they
gained momentum following the release of open genAl software to the general public at
the end of 2022. GenAl can generate new content, such as text, images, audio, videos, etc.
based on sentences (prompts) provided by users in the genAl tool. The quality of the
prompt influences the quality of the output.

The possibilities introduced by genAl are infinite, offering not only creative
opportunities but also efficiency gains. In the audiovisual sector, Al could prove useful at
various stages of the value chain. With genAl, there is a world of possibilities where roles
may overlap, allowing individual creators to take on tasks beyond their traditional scope,
fostering a more multidisciplinary approach. For instance, could an author create a music
sketch for their script? Might the tasks of a scriptwriter intersect with those of an editor?
Could these roles eventually merge?

Or, on the contrary, could this multidisciplinarity be merely a myth, ultimately
unhelpful to creators?



Al AND THE AUDIOVISUAL SECTOR: NAVIGATING THE CURRENTARGACAPE
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1. Artificial intelligence in the
audiovisual sector

Justine RadeCormannlLegal Analyst, European Audiovisual Observatory

The audiovisual sector has long been at the front line of technological and digital
advancements, continuously evolving to meet the changing needs and preferences of
audiences. From the earliest cameras capturing silent blaeknd-white films to the
modern era of ultrahigh-definition streaming on portable devices, the industry has
embraced innovation to enhance both content creation and distribution.

The most recent developmentsin the sector are the new functions that artificial
intelligence (Al) is bringing: deep learning has been progressinfpr a decade, culminating
with the recent rise of generative artificial intelligence (genAl). The potential applications
it offers to the audiovisual sector have sparked both excitement and concerns.

Figure 1 below shows the evolution of Al, its different technologies, and applications.

2 This visual was created based onthd BM bl og 6 Al , machine |l earning
di f feraadtieeCNYC r epor t GQuel i mpact de I dI A sur les
vidéo,y 8 April 2024
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Figure 1. From regulatory semantic to key concepts and applications

2022

Generative Alis a
Deep learningis a type of deep learning
e _ Machine learningis machine learning model that generates
Artificial intelligence is Al that seeks to algorithm that uses content (text, audio,
AR S (1D identify relevant neural networks with video, etc.) from a
& TDEIEE AL information from a multiple layers, making given instruction
SEhEITELT [ECEErg), set of datausing it possible to develop (prompt).
creativity, planning, learning models. S e

etc.). capabilities.

Audio signal processing (ASP) Cloning and generation of voice and sounds
) of an audio signal by a machine (e.g. lican reproduce human voices and generate synthetic voices
speechto-text, Siri and Alexa). can generate sounds and music from prompts (texto-audio
and text-to-music)

Natural language processing (NLP) Large language models (LLM)
includes all models based on textual are Al models trained on large databases, with the aim of

data; it forms the basis of textbased predicting the next word of a sentence, retrained to develof|
genAl models. conversational capabilities (eg ChatGPT)

Computer vision Diffusion models
deals with the understanding and blur images and then train themselves to recreate them in ¢
analysing of images and videos. similar way, in order to learnhow to create images (eg.
Midjourney, DALLE).

Source: European Audiovisual Observatory

GenAl is reshaping the audiovisual industryrapidly impacting everything from content
creation to distribution, while the current regulatory landscape has to adapt to its fast
evolving Al nature. Section 1 will lay out the definitions of "audiovisual" and "Al" as
understood throughout the report. Section 2 will explore what advantages Atould bring

to the industry, with specific examples provided in Section 3. Finally, Section 4 will
address the various challenges ahead and examine the existing legislative framework and
its implications.

1.1. Defining GAly and caudiovisualy

The term cudiovisualy essentially refers to all media except the printed pressCnema,
television, radio, video and the various ordemand services (such asideo on demand or
catch-up TV) are all sectors of the audiovisual industryAdditionally, when looking at the

© European Audiovisual Observatory (Council of Europe) 20
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value chain, we mean the various branches of the audiovisual industry such as film
production, distributors, exhibitors,and public and private broadcasters.

The notion of G A;l there is sno widespread comsansliseor a
definition.# It is a broad phenomenon that different parties are trying to understandand
thus there are various definitions at international (OECD, Council of Europe), European
Union, national (USA, China, and UK) and industry (OpenAl, MetaAl, Gemini) levels.

Table 1. Definitions

International texts

An Al system is a machindased system that, for explicit or implicit
objectives, infers, from the input it receives, how to generate outputs suct

Point 1 as predictions, content, recommendations, or decisions that can influenc:
physical or virtual environments. Different Al systems vary in their levels
of autonomy and adaptiveness after deployment.

OECD Council
Recommendatiort

An artificial intelligence system is a machinebased system that for
explicit or implicit objectives, infers, from the input it receives, how to
generate outputs such as predictions, content, recommendations, ¢
decisions that may influence physical or virtual environments. Different
artificial intelligence systems vary in their levels of autonomy and
adaptiveness after deployment.

Council of Europe
Framework Article 2
Conventiorf

European Union texts

Al system means a machinédased system that is designed to operate with
varying levels of autonomy and that may exhibit adaptiveness after
deployment, and that, for explicit or implicit objectives, infers, from the
input it receives, how to generate outputs such as predictions, content
recommendations, or decisions that can influence physical or virtua
environments.

Al Act’ Article 3(1)

Proposal for an Al

liability Directive ® Article2(1) 6 Al systemy means an Al system as

3 See Recital 23 of the Directive 2010/13/EU of 10 March 2010 on the coordination of certain provisions laid

down by law (Audiovisual Media Services Directve F o6 t he purposes of this Directive
should refer to moving images with or without sound, thus including silent films but not covering audio

transmission or radio servicey.

“c0One of the biggest problems in rygChanegge AEndcwnaegnrte €
International Peace 2022

> OECD Council recommendation on Artificial Intelligenceadopted on 22 May 2019, and amended on 3 May

2024

6 Council of Europe Framework Convention on Atrtificial Intelligence and Human Rights, Democracy and the

Rule of Law adoptedon 17 May 2024 by the Committee of Ministers of the Council of Europe

" Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying down

harmonised rules on artificial intelligence (Artificial Intelligence Act))

8 Proposal for an Al liability Directive proposed by the European Commission on 28 September 2022
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National texts

USA The term atrtificial intelligence means a machinebased system that can,
The Department | / for a given set of humandefined objectives, make predictions,
of State on AP recommendations or decisions influencing real or virtual environments.

The paper refrains fromoffering a fixed definition of Al due to its rapid
evolution. Instead, it focuses on two defining characteristics necessitating
regulatory attention:

UK . 1 Adaptivity: Al's ability to train on data and make inferences
Al Regulation Point 3.2.1 which may result in outcomes that are challenging to explain or
White Papef® predict.
1 Autonomy: Some Al systems can make decisions without th
express intent or ongoing control of a human.
China
Proposal for the | article 94 Al means technology that utilises computers to simulate human intelligent
Al Law of the i behaviour for use in prediction, recommendation, decisiommaking, or
Peopleds content generation, etc. for specialised or general purposes.
of Chinat
Industry
OpenAl dsd®O@gkaAt ds mi ssion is to ¢
OpenAr Charter intelligence (AGIB by which we mea.n highly autonomous sys.tems that
outperform humans at most economically valuable work benefits all of
humanity.y
Meta A Meta Al | Meta Al is an intelligent assistant that is capable of complex reasoning
page following instructions, visualizing ideas, and solving nuanced problems.
. Gemini was built from the ground up to be multimodal, which means it
- 4 Introducing . .
Gemini Googlé Gemini can generalize and seamlessly understand, operate across and combir

different types of information including text, code, audio, image and video.

Source: European Audiovisual Observatory

Based on these nine examplest is clear that there are common criteria in the definitions
set by the different entities (terminology, scope), but their focus areas may vary
depending on the context and objectives of the entity proposing a definition:

® Quote on thewebsite of the US Department of State on what Ais in 2020

10 A pro-innovation approach to Al Regulation presented to Parliament by the Secretary of State for Science,

Innovation and Technology by Command of His Majesty on 29 March 2023

“Proposal for the Al L aw o,fprelimihaey détenem tha das cir®katpdiaimdng ¢ o f Chi r
scholars, hosted on thewebsite of the Centre for Security anEmer gi ng Technol ogyd ( Georgetov
Walsh School of Foreign Service) and translatedto English

12 OpenAl charter

13 Meta Al service description

4 Introducing Gemini, by Demis HassabjsCEO andto-founder of Google DeepMind, December 2023
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Common criteria:

A Objective-driven: Al systems are designed to achieve explicit or implicit objectives
(e.g. making predictions, generating content, making decisions)

A Training the machine: Al systems receive input and generate output that can

influence the physical or virtual environment

Autonomy and adaptiveness: Al systems vary in their levels of autonomy and

adaptiveness after their development such variation implies the Al systems may

evolve or learn from their interactions with data andthe environment

p)

Divergent elements:

A Ter ms: mo st refer to GAI systemsy, or cart
G mactiarseed systemy or etechnologyy

A Uses and influences: the impact on decisiocimaking is mentioned once, vith some
sources referring only to predictions, recommendations, and content generation

A - Reference to humans: OpenAl refers to Ggen
humans the other sources give examples of capabilities (predictions,
recommendations, and content generation)

A Al capabilities: definitions range from systems simulating human intelligence to
those solving nuanced problems

While the definition and technical aspects of Al can be complex fornos ci ent i st s, Al

applications may be more intuitive to understand fornon-experts: Al advantages become
more apparent when contextualsed within the audiovisual sector.

1.2. The transformative advantages of Al in the audiovisual
industry

Al has the potential to positively impact the audiovisual industryalong its entire value
chain: (from the initial content concept to production, distribution, and protection) by
assisting in the creative process, automating tasks, promoting linguistic diversity,
enhancing content distribution, combating piracy, and reinforcing democratic values.

Creativity and idea generation GenAl systems can boost creativity by assisting in

= content creation and production. Writers can use Al to generate alternative ideas,

overcoming writer's block. Al can also suggest design concepts and visuals for
shooting sets and film posters. Although these Agenerated suggestions may not be

15 For further reading on he various advantages see: it he resul t of a survey <conduct

advisory committee membersin March 2024; i) 8BCds pl ans f or GenAl and how we |
responsiblyy ; BBC, 28 FelClN&arrye p20 2 4 ;¢ Qiuieil ) i mpact de |l I A sur |
| daudi ovi suel,8&pril 2024; iv) DAGS surved & artfists on A Al _and arDACS 18 d wor ky

January AiftPadsforming the@ntertainment businesy , The Economist, 4 January 20
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perfect, they can help advance the creative process. Additionally, many Al tools are
currently free or low-cost, providing broader access to a large number of users with
Internet and computer access. Such accessibility allows creators with limited budgets to
pitch ideas to producers, helping them kickstart potential development processes.

Automating administrative tasks Al can also automate timeconsuming tasks with

little creative added value, such as analysing audience data to understand content

preferences. Additionally, Al can save time on administrative tasks, like creating
and managing shooting schedules and coordinating crew logistics.

«sss Content curation and personalisation Alpowered tools can curate content by
automatically filtering, categorising, and ranking it to match audience interests.
This improves content targeting and can also increase discoverability by
suggesting new content to different audiences.

Translation and linguistic diversity: Alpowered translation tools can increase
- linguistic diversity by making audiovisual content available in more languages,
and promote accessibility. The use of avatars for sign language translation can
improve accessibility for viewers with hearing impairments These Al tools can also speed
up content dissemination by translating it more quickly, allowing content to reach a
broader audience.

Anti-piracy and content protection Al tools can track the use of copyrighted works,

ensuring proper remuneration for authors, and detect unauthorised use, allowing

to fight infringement. Al-based antipiracy tools can help locate and address
sources of piracy.

Promoting media pluralisnt Al has the potential to promote democratic values by

connecting newsrooms with audiences who might otherwise not engage with

traditional media. Al tools can provide access to reliable, diverse information and
foster media pluralism by offering content that resonates with a broader audience.

Enhancing audience experience and preserving heritage contenfl tools can
@ facilitate the restoration of old movies and improve their image quality by adding

more pixels or colors to an image. Sound restoration is also possible. These
restorations can even upgrade the image quality of content for higher quality broadcasts
on TV (such as 4K).

1.3. Examples of Al uses in the audiovisual industry

A variety of Al applications in the audiovisual industry are possible along the entire value
chain of content: from creation and development to releaseon linear/non-linear
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platforms. The visual below summarises the various (but neexhaustive) uses of Ak It is
followed by three concrete examples of Al tools.

Figure 2. Examples of Al applications across the audiovisual value chain
i Preproduction and shooting o i
Creation and P . Distribution and Linear and non- Catalogues
ostproduction and . . . —_—
development VEX marketing linear dissemination management
m /—\

Assistance with ~ Smart camerasAl-assisted video Creation of Creationof Virtual product
script writing editing, Automated sound effects trailers and metadata placement
a;\d creating Foreign language dubbing E;?q?;?ﬂonal Content Restoration of
S gogn? automation, Subtitling automation recommendation  works in the
schedules .
. - catalogue

lvsis of Automated audio description New_??:ketlng Programme 9
Ana'l  potent |  Face capture and simulation: face PossbITes schedule and Clipping and
project potentia apture - - Assistance with ~ video stream resale of

) swapping, rejuvenation/ageing, ) S
Project .- office tasks optimisation automated
) ) digital clones
illustration and extracts

storyboarding

Video generation from prompts Al-
assisted simulations

Production and
operation
reporting

Verification of
compliance with
broadcasting

Fighting piracy

regulations

Source: European Audiovisual Observatory

1.3.1. Case study 1: Claude, eonversational assistant to help
with project development

Claude, an Al conversational assistant developed by Anthropic, is designed to assist with
brainstorming and idea development!” The tool is free to use with certain limitations, and
additional features are available with a Claude Pro subscription. By feeding Claude with
data such as a script or story, users can receive insights on various aspects of content
production, including the need for rewrites, shooting budgets (including detailed chart
breakdowns), costsaving suggestions, the number of extras required, and identification of
scenes requiring special preparation or visual effects. It can also offer sales estimates by

B®CNC report GQuel i mpact de I dIA sur
a n dHowsgenAl tools like Lore machine revisualize storyboarding ,
17 https://www.anthropic.com/claude

|l esyfiBi dpesl d2a024n
Variety, 15 March 2024,
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territory and assist with distribution by providing lists of top foreign distributors and their
contact details.

While Claude's recommendations may not be 100% accurate, they offer valuable
alternative perspectives. One downside is the lack of data transparency, as the sources of
Claude's information are not disclosed.

1.3.2. Case study 2: DiversityCatch, measuring diversity in
content

Developed by MediaCatch in collaboration with a Danish university, DiversityCatch is an
Al-driven software solution designed to measure diversity in various types of content,
including broadcasts, social media, feature films, and radi8.It extracts and analyses data
in real-time, providing insights into diversity metrics such as gender, ethnicity, and age.

DiversityCatch's advanced Al capabilities enable it to process and analyse large
volumes of content quickly, outperforming traditional human data collection methods.
This allows producers to develop strategies for more inclusive content creation. The
software is currently employed by major industry players, including Netflix, Danish
broadcasters, and the European Broadcasting Union.

Recognising the growing demand for diverse content and the existing data gaps,
DiversityCatch offers a valuable solution to promote inclusivity in the media landscape.

1.3.3. Case study 3: Midjourney and DALL.E, Al tools for
creating images and videos

While some Al tools can help create images for marketing purposes, some can even
generate videos with a storyline. Al tools like Midjourney and DALL.P can assist in
designing film posters or in transforming existing movie scenes into animations.
Midjourney realised the first-short-generatedAl f i | m 6l n2search of

However, generating highquality images requires mastering detailed prompt
techniques.

Besides, there are concerns about the rightfvolved in exploiting Al-generated
images, as the legal framework, at the time of writing, remains uncertain. Producers using
such images may face risks of infringement procedures due to the legal ambiguity
surrounding Akgenerated content.

18 https://mediacatch.io/solution/diversitycatch

19 https://www.midjourney.com/showcase

20 https://openai.com/index/dall-e-3/

21 https://tribecafilm.com/films/in -searchof-time-2023
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1.4. Challenges posed by Al in the audiovisual industry

With the rise of genAl, attention has been drawn to challenges for the audiovisual
industry (subsection 1). Though a range of legislations already shapng the use of Al
outside and within the audiovisual industry and may help overcome some of the
challenges, this regulatory landscape appears fragmented (subsection 2).

1.4.1. What challenges lieahead forthe audiovisual sector?

The integration of Al into the audiovisual industry presents myriad challenges
requiring careful consideration Some associations representing the audiovisual industry
have voiced concerns over Al developments, but what are the main challenges Al poses
to the sector? Theyinclude for instance:

= . Jobs disruption: Al threatens to disrupt traditional job roles within the AV

B industry, potentially leading to job losses for professionals such as voice actors
and production staff. This not only impacts livelihoods but also raises concerns
about the loss of creative input and diversity in the workforce.

Q Preserving the human touch in creativity While Al can enhance efficiency in
production and editing processes, there is a need to preserve the human touch
and creativity that are integral to the artistic processes. Questions arise about the
balance between Al assistance and human creativity, particularly in the context of funding
and support from public institutions.

Competition issues Most Al tools on the market are developed and based in the
() USA. Thé developmentis not within the EU scope, and the European audiovisual
industry may lack the geographic scope of action to enforce its rights across the Atlantic.

Data input and copyright The use of copyrighted data to train Al models without

explicit consent from rightsholders poses legal and ethical challenges.
Additionally, the scraping of data from theInternet for content creation raises concerns
about data protection and privacy laws.

22 For further reading on the various challenges, see: it he r esul t of a survey conduct «
advisory committee membersin March 2024; ii) DACS survey of artistson A A1 _and ayDACE18sd wor ky

January AlLrdnsforiningithe gntedainment businesy , The Economist, 4 January 2
of Audiovi sual AALnus ses/gfsodiety bnd enhand® aunarrcreatidgyy, 4 Oct ober 202 3;

Gl'he impact of Al technologies on the writing professioy , The Aut hor $he Sluatd sdrapinand vi ) G
challenge: how can we proceed responsibly?, OECD. Al , Lee Tiedrich, 5 March 2024

% For further reading on the various challenges voiced by associations, see also B A AEU A& Act: joint

statement from European creators and rightsholdess policy position published on 13 March 2024, ii) ACT,

GACT Response to the EC Call for contribution on competition in virtual worlds and generative yApolicy

position publ i shed on 13 utMaagrcshd 2@0€r4f, or imeir)s d FBRA, od¢ her
organisations joint statement on generative Al and the EU Al Agtpolicy position published on 25 April 2024

and i vEBEBBWel comes the Eur opean R adidy positoe publishedom 83t e on t he
March 2024
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O Personality rights: The scraping of data raises personality rights concernsas
" 1 photos, voices or videos could be used to create Ajenerated content.

é’: Impact on newsroons: The use of generative Al tools in newsrooms raises
N guestions about journalistic integrity and the role of newsrooms in collaborating
with Al companies. Concerns about maintaining humagentred journalism and media
pluralism underscore the need for careful consideration.

Disinformation: The proliferation of Al-generated content raises concerns about
the spread of disinformation and misinformation, challenging the credibility of
media sources and public trust.

N\ Environmental cost The increasing reliance on Al technologies has environmental
implications, including energy consumption and electronic waste generation, which
must be addressed for sustainable development.

TS Ethical dilemmas:All the above involve ethical challenges. Onemay explore the

“¥  implications of Al-generated actorsfor the industry, including questions about
their rights, audience perception, and the future of cinema. Onenay also question the
cultural implications of Al-generated content versus human creativity, and how this
relates to the concept of cultural diversity and whether it affects democracy in the
audiovisual sector. Discussions around the role of Al in journalism and its potential impact
on news media, without forgetting consideration of the balance between automation and
the human touch in reporting is another angle one may explore.

To determine if the legislation presented inthe next section 1.42. will address
these issues, thefollowing chapters (from 2 to 10) will delve into the challengesraised
and question whether the regulations are Adfuture-proof and capable of adapting to
evolving technological landscapes within the audiovisual industry.

1.4.2. The legislative framework surrounding Al: a complex
puzzle
European legislation related to Al forms a complex and interconnected framework, where

each piece influences and complements the others. It reflects the multifaceted nature of
Al ds i mpacts and chall enges.

The Directive on liability for defective products, originally enacted in 198%% is

being revised to address Al advancement s.

on 28 September 2022, highlights the need for these updates.Alongside this revision,
the Al Liability Directive was proposed to specifically address liability issues unique to Al

24 Council Directive 85/374/EEC of 25 July 1985 on the approximation of the laws, regulations and
administrative provisions of the Member States concerning liability for defective products
B“Eur opean Copmposabfa a Directive on liability for defective products(28 September 2022)
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systems? Despite its critical role, the legislative process for the Al Liability Directive has
been sl ow, with little progress since the
appointed in October 2022.

The Al Act, formally approved by the Council of the EU on 21 May 2024 imposes
transparency obligations on GPAI provider3.Additionally, they must ensure compliance
with Union copyright laws, as outlined in Article 53(1) of the Al Act. The Act references
the Directive on Copyright in the Digital Single Market (CDSM), mandating that Al
providers respect the rights of content creators, particularly in scenarios involving text
and data mining (TDM}s

Data mining is critical for Al development, but it must comply with several data
protection regulations. The General Data Protection Regulation (GDPR), enacted in 2016,
sets the baseline for data protection across the E¥.This was followed by the Data
Governance Act in 2022, which underscores the pivotal role of data in the rapid
development of Al technologies (Recital 2% More recently, the Data Act of 2023,
although not exclusively linked to Al, impacts the use of data in Al systems, (¢ those
involving Al-based IoT devices® These regulations collectively ensure that the
processing and use of data for Al applications respect privacy and data protection
standards®

When data processing becomes an essential infrastructure, competition law.ge
Article 102 TFEUW can prevent dominant undertakings from abusing their power by
retaining control over this crucial infrastructure within the EU internal market.
Competition law now includes the Digital Markets Act (DMA¥,part of the Digital Services
Package alongside the Digital Services Act (DSA)The DMA specifically regulates how
designated "gatekeepers" manage data, a vital resource for Al systems (Article 5). In
contrast, the DSA calls for algorithmic transparency and accountability requirements from
providers of very large online platforms (VLOPS) (see for instance Article 33).

% proposal for a Directive on adapting norcontractual civil liability rules to artificial intelligence (Al Liability
Directive), 28 September 2022

27 GPAI model means an Al model, including where such an Al model is trained with a large amount of data
using self-supervision at scale, that displays significant generality and is capable of competently performing a
wide range of distinct tasks regardless of the way the model is placed on the market and that can be
integrated into a variety of downstream systems or applications, except Al models that are used for research,
development or prototyping activities before they are placed on the market, Article 3(63) of the Al Act (ibid)

28 Directive (EU) 2019/790 on copyrights and related rights in the Digital Single Markefl7 April 2019.

According to Article 2(2), TDM means any automated analytical technique aimed at analysing text and data in
digital form in order to generate information which includes but is not limited to patterns, trends and
correlations.

29 See Chapters 3 and 4 of this publication.

30 Regulation (EU) 2016/679 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data27 April 2016

31 Regulation (EU) 2022/868 on European data governanc80 May 2022

32 Regulation (EU) 2023/2854 on harmonised rules on fair access to and use of dai® December 2023

33 See Chapters 2 and 5 of this publication

34 Treaty on the Functioning of the European UniorfTFEL) Article 102)

35 Regulation (EU) 2022/1925 on contestable and fair markets in the digital sectpi4 September 2022

3% Regulation (EU) 2022/2065 on a single market for digital servicesd9 October 2022
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Specific regulations are in place for the audiovisual sector per se. The Directive on
Audiovisual Media Services provides a regulatory framework for audiovisual content,
ensuring diversity and fairness? The recently enacted European Media Freedom Act
(EMFA) includes provisions for VLOPs, mandating functionalities for recipients to declare
Al-generated content has been subject to human review or editorial control (Art.
18(1)(e)y* These measures aim to maintain the integrity and quality of audiovisual
content in the age of Al.

Beyond EU regulations, international instruments play a crucial role. The Council
of Europeds Convention on Artificial I ntellige
Rule of Law ensures that Al development and deployment respect fundamental human
rights and democratic values?® This Convention, set to open for signature on 5 September
2024, underscores the global dimension of Al governance and the need for international
cooperation#

Figure 3. Al: example of a variety of legislations

Primary EU
legislations

Legislation enforced
by other countries
(USA, UK, China, etc.)

and texts from
international i
organisations (e.g., '
OECD) i |

Source: European Audiovisual Observatory

87 Directive 2010/13/EU on the coordination of certain provisions laid down by law, regulation or
administrative action in Member States concerning the provision of audiovisual media service40 March
2010, amended in 2018

38 Regulation (EU) 2024/1083 establishing a common framework for media services in the internal markdtl
April 2024

% Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of Law
adopted on 17 May 2024 by the Committee of Ministers

40 See Chapter 9 of this publication.
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The heterogeneity of legislative tools, encompassing both Directives and Regulations,
implies that member states of the European Union may achieve the goals of Directives
through varying methods. For example, in February 2024, Poland's proposal to transpose
the latest Copyright Directive included an exclusion for the creation of generative Al from
the scope of the TDM exceptior:

Furthermore, the true test of legislation lies inits implementation and adaptability
to ongoing developments, as shown by recent events which will be further discussed in
the next chapters.

There is no doubt that the future will see more cases, both advantageous and
challenging for the industry, necessitating clear legislative frameworks around the world.

41 gTDM: Poland challenges the rule of EU copyright layv, Kl uwer Copyright Bl og,
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Part ll¢ GenAl and data transparency

GPrompt engineeri Ageviesr axgre ascskad iOgeInyAl JisgICEO Sam
20234

The formulation of the prompt directly influences the quality of the resulting
output. While prompt engineering is increasingly recognised as a top new job, some
believe the contrary as Al becomes better at understanding natural language without
meticulous engineered prompts? However, one should not forget that prompts trigger a
system trained on a vast amount of data.

One challenge for open genAl is the lack of data transparency. Users often remain
unaware of the data sources used to train the machines.

There is limited information about data sourcing when using genAl, including
whether this data is protected. For instance, thescraping of voicedata could trigger data
protection regulations like the GDPR.

Copyright concerns are critical when training genAl to assist creativity in the
audiovisual industry, which might be rich in copyrighted works. Data serves as the new
gold for training Al, yet it could also be a revenue source for rightsholders. Without
sufficient transparency and disclosure of data sources, rightsholders may be unable to
track the use of their works, give consent, or receive royalties.

42 https://x.com/sama/status/1627796054040285184
43 Al Prompt Engineering isn't the Future, Oguz A. Acar, Heard Business Review, 6 June 2023
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2. Al and Data Protection In
Audiovisual Media

Prof. DrPhilipp Hacker, LL.MYale University

2.1. Introduction

Al has a significant impact on the audiovisual sector, transforming content creation,
distribution, and personalsation. GenAl, in particular, makes use of existing images,
videos, and audio materiala often scraped from the Internet 3 to create audiovisual
content. However, this technological advancement introduces significant data protection
challenges that must be addressed to comply with existing regulations and protect
individual privacy.

It goes without saying that data serves as the cornerstone of Al development,
particularly in the audiovisual sector. Al technologies rely heavily on large datasets to
train models that power recommendation systems, automate content moderation, and
analyse audience behaviors. Various types of data feed Al training within the audiovisual
sector, extending beyond copyrighted content to include raw and processed data,
metadata, usergenerated content, and public domain materials. This data diversity allows
Al systems to learn and adapt to different contexts. However, it also contributes to the
proliferation of falsehoods, biases and information covered by data protection regimes.

As a response, a vast regulatory landscape has evolved in the audiovisual sector to
tackle these data protection and related challenges. Key regulations include the EU
General Data Protection Regulation (GDPR), the recently enacted Al Act, and other i
frameworks, for example in the US or UK and at the international level.

The machine learning pipeline in the audiovisual sector encompasses several
stages, each with distinct data protection challenges:

A Datasets: Large datasets are essential for training Al models, but they raise
significant privacy implications. The collection, storage, and use of extensive
personal data must be diligently managed to avoid data protection violationss-
which may not in every case be feasible.

A Training: The legal basis for Al training must be clearly defined, and provisions
specifically protecting sensitive data be respected.
A Model: Once trained, Al models must address issues such as model inversion and

data leakage, which can expose personal data. The right to erasure under GDPR is
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also crucial, allowing individuals to request the removal of their data from Al

systemsz or even the deletion of the entire model in extreme cases.

Deployment: During deployment, Al systems must adhere to legal requirements

for processing data, ensuring the accuracy of outputs, and preventing the

di ssemination of mi s i n f+oAddmianglly,dhe use of Alc hal | uci
for automated decisionrmaking must consider transparency provisions and specific

prohibitions. Furthermore, the protection of minors and other vulnerable groups

remains a key concern.

p)

These elements collectively underscore the intricate relationship between Al
development and data protection in the audiovisual sector,in the inherent tensions
between an accelerating technological environment, particularly since the advent of
genAl, and the legal obligations centering on purpose limitation, data minimisation and
storage limitation.

2.2. Audiovisual material as personal data

Audiovisual data, such as images, videos, and voice recordings, count as personal data
under the GDPR if they relate to an identified or identifiable natural person(Article 4
GDPR) Under similar conditions, they qualify as personally identifiable information in
other data protection frameworks, such as the US.

Hence, ghotographs and video recordings fall under the category of personal data
if they can identify an individual. The Italian Data Protection Authority ruled as much
concerning photographs in its injunction against Clearview Af For example, if an image
or video shows a person's face or other identifiable features, it igenerally considered
personal datg as the UK I nformation CommAsRecitabner ds C
51 notes, when these images or videos undergo specific technical processing, such fas
facial recognition, they may even fall into the category of biometric data,which is
specifically protected under Art. 9 GDPR As the Irish Data Protection Commission has
pointed out, once pictures are shared online, the household exemption, which examines
certain private processing activities from the scope of the GDPR (Articld2)(q), does not
apply anymore:

44 This refers to information that is nonsensical or unfaithful to the provided source content, see 2.

4 See, e.g., Erika McCallister, Tim Grance and Karen Scarfogeuide to Protecting the Confidentiality of

Personally Identifiable Information (PIl). Recommendations of the National Institute of Standards and

Technologyy, National Institute of Standards and Technology Special Publication 80022, 2010, sec. 21;

Usercentrics, dPersonally Identifiable Information (PIl) vs. Personal Dates What ds they,di fferenc
Usercentrics CMP, Munich, 3 March 2021.

46 Ordinanza ingiunzione nei confronti di Clearview Al10 February 2022, Case 9751362, Point 3.4.

UKl nf or mat i on Co mmilakkng photogephs: data@rtéctioo &dvice for schooys Cheshire.

48 Irish Data Protection Commission@/Vhat is the position regarding individuals taking photographs/videos in

a public place%¥;, Dublin.
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https://www.gpdp.it/web/guest/home/docweb/-/docweb-display/docweb/9751362
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Voice recordingsgenerally qualify as personal data because an individuatan be
identified through their unique vocal characteristics® and may even constitute sensitive
data, as attributes such as age or gender can be inferred fromsit.

Advanced methods for voicebased speaker anonynsation aim to suppress the
speaker's identityst The first strategy performsvoice transformation techniques that alter
the source or filter characteristics of the speeck Recent research has proposed the use
of x-vector speaker representations to suppress the timbre of a speaker, thereby
preventing speaker identifications* However, it should be borne in mind that many re
identification techniques exist* and may even arise over time, converting noipersonal
data into personal data (Recital 26 GDPR).Overall, the vast majority of audiovisual
material will therefore qualify as personal data/personally identifiable information and
fall under the scope of the data protection laws of the respective countries.

2.3. Selected data protection and privacy concerns

Different data protection policy regimes will raise different challenges. However, several
problems will likely be germane to many data protection laws existing in various Council
of Europe countries, as recent publications by data protection authorities sho#.These

49 Cf.Nora Ni Loideain and Rachel Adamsfrom Alexa to Siri and the GDPR: the gendering of virtual personal
assistants and the role of data protection impact assessmengsComputer Law & Security Review 105366
2020, 10.

%0 Andreas Nautsch and othersgThe GDPR and Speech Data: Reflections of the Legal and Technology
Communities: First Steps towards a Common Understandiypginterspeech: Crossroads of Speech and
Language 2019, p. 3.

1 Ingo Siegert and others,&Personal data protection and academia: GDPR issues and muitodal data-
col |l ect i onyOnbne dourhahotAppliedIKidowledge Managemen2020, p. 20.

2Mi ran Pobar daning speakes deidgntdidation using voice transformationy, 37th International
convention on information and communication technology, electronics and microelectronics, 2014, p. 1264

5 Fuming Fang and othersc Speaker An ony recorahd Neural WavdfommgModelg 10th ISCA
Workshop on Speech Synthesis (SSW 10), 2019.

5 Luc Rocher, Julien M Hendrickx and Yveslexandre De Montjoye,c Est i mat i ng t he success

identifications in incomplete datasets using generative modelg |, Nature Communica%i ons 10,
see alsoP a u |l  Brbken promises of privacy: Responding to the surprising failure of anonymizatign, UCL A

Law Review, 2009, pp. 170411777, Ma n o n O o §entifiebdity and tee applicability of data protection to

bigdatay , I nternational Dat a30®rivacy Law, 2016, pp. 299

Mi chel e Finck aThey wkornast kot feaidentified distinguishing personal from non

personal data under the GDPR, I nternational Dat a36;RPhilipps Heckgr arld dingen 2 02 0, pp

N e y eSubstanively smart citieg-Participation, fundamental rights and temporality, Internet Policy Review,

2023, pp. 1:30.

% See, e.g., guidelines by the European Data Protection BoamlRe port of the work undertaken
Taskforcey 23 May 2024, Ger man d &tieatierupgshiifé eler tkonferenz a@art hor i t i es
unabhéngigen Datenschutzaufsichtsbehdrden des Bundes und der Langer Kinstliche Intellig
Datenschut z, Version 1.0, 6 May 2tBe2ddta proBativnachecckiishforDat a Pr o't
Aly , 24 January 2024; F r e nSelhassdsanteat guple fortadifecial inteligenaeuAbh or i t y, ¢
systemy ; UK I nformati on GCudauoé o Aliarad Data Progectignf, f ildde Maa ch 2023; |t
Data Pr ot ect lnstructiods adaihsbweb dcraping ¢ 20 May 2024 .
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https://policyreview.info/pdf/policyreview-2023-1-1696.pdf
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https://www.edpb.europa.eu/our-work-tools/our-documents/other/report-work-undertaken-chatgpt-taskforce_en
https://www.datenschutzkonferenz-online.de/media/oh/20240506_DSK_Orientierungshilfe_KI_und_Datenschutz.pdf
https://www.datenschutzkonferenz-online.de/media/oh/20240506_DSK_Orientierungshilfe_KI_und_Datenschutz.pdf
https://www.lda.bayern.de/media/ki_checkliste.pdf
https://www.lda.bayern.de/media/ki_checkliste.pdf
https://www.cnil.fr/en/self-assessment-guide-artificial-intelligence-ai-systems
https://www.cnil.fr/en/self-assessment-guide-artificial-intelligence-ai-systems
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/guidance-on-ai-and-data-protection/
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includes” a legal basis for including AV material in a training data set, including scraping;
the problem of hallucinations and factually incorrect personal data; LLMs as personal
data; the treatment of sensitive data; information provision and user control; and
automated decisionmaking.

2.3.1. Legal basis for training

To train an Al model, vast amounts of audiovisual material are typically processed. To the
extent that those images, videos or sounds constitute personal data (see above), data
protection law kicks in: Any action involving the processing of personal data, such as
scraping, storage, transfer, or copyingnecessitatesa legal basisunder Article 6 GDPR
This regulation extends to companies outside the EU that provide services within the EU,
encompassing many majoAl companies Utilising personal data for Al training, including
fine-tuning, is unlawful under the GDPR unless a specific legal basis is applicable.

Obtaining valid consent from the numerous individuals whose data is incorporated
into large datasets is generally infeasible due to the high transaction costs involveds?
Consequently, Al training often relies on the balancing test of Article 6(1)(f), which
justifies data processing if the developer's legitimate interests outweigh the data subjects'
rights and freedoms® The outcome of the balancing test must be evaluated individually
However, some general indications can be given.

If an Al model has socially beneficial applications or if the data usage was
reasonably anticipated by the data subjects (Recital 47), the balance might favor the
developers. However, the latter criterion is seldom fulfilled. Moreover, privacgnhancing
measures like pseudonynsgation, transparency, or encryption can also support the legality
of Al training. On the other hand, the nature and scope of processing, the type of data
(especially sensitive data), and the level of transparency and control offered to data
subjects might tip the balance against legality

In the context of narrowly tailored Al models using supervised learning, it might
be argued that Al training does not significantly harm data subjects, especially if the
model is not widely disseminated and data breaches are unlikely due to robust IT
security®* However, justifying this for genAl is more difficult. These models are often

”SeealsoCl audi o Nov e lQeneratwanAd in BU Lawe: Liability, Brivacy, Intellectual Property, and

Cybersecurity , ar Xi v preprint ar-36.v:240107348, 2024, pp. 1
®Miranda Mourby, Katharina O CaTranspardncy ofanachind€aanindiie r i ne Bj er
healthcare: The GDPR & European healthlagy, Comput er Law & Security Review, 20
®Frederi k J Zui der v e eTnackiBpwaltsetakeittnsleaeedit dhoices, the GOPR, ara the

ePrivacy requlatiory , European Data Protect-B68n Law Review, 2017, pp.
€ Philipp Hacker, Andreas Engel and Marco Mauee, Re gul ati ng Chat GPT and other La
Modelsy , ACM Conference on Fairness, A c c o u,Meclanlzdl Repdrty , and Tr
2023, pp. 122.

1TalZZarskyc |l ncompati bl e: The GDRRSetonHaltLiRev99592016,pp. 998018 dat ay
Philipp Hacker,c A | egal fr ameworaf rfooor fAlr sttr apirniinncg pdeetsa t,o t he Art]
13 Law, Innovation and Technology, 2021, pp. 25801.
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https://pdf.sciencedirectassets.com/271884/1-s2.0-S0267364921X00040/1-s2.0-S0267364921000844/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjEJr%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJIMEYCIQC5%2F9vhJgvn4V5BTkk3YBOHqVW9Wwl9TfAXrlgOF6JvKQIhAPldFMHIXxNgPzNqQH119BOd9ie0Id%2B4%2B6wWfkc11RuRKrMFCHIQBRoMMDU5MDAzNTQ2ODY1Igzbp6uWUikVFKGIpkgqkAU5KoITzFrknovpmlEaoU596ji0YAEj6C82C5KDzwrTJ%2BgCyqxmlN81jB8aSQ%2FeUP0qOoM%2FNRx9xUegYKul%2B0zy7muMN92U7FDTL0174aRmeApT2b9hQaw8oWQ3rrob2thv8gpO3auDM76npIXkemM6jX8sGCCRmmxQtVndoRJo2GPOtAqWx9OO7hAiEnnRgWa2hpuAHjaf4cA9El8Dv7LIRM7%2BnN8QnpGu74yDIW9YeFs7xnb1o0z43%2FZdWmsEpnb557WleEicHiMkXjEx02peN0k1ZMqIU%2Bxzy2ShLfEhkGl4U934OudDpaKHiK4tiG9zh2bIOVAAh%2FOL8wxjQOqCFRMxSJrJKn7RKu%2B6ZP74WZzQfBQ6eilvTL6pC2GQuI6rDHr%2BL4ah57K4ozaG67DygvxPzyyP4kWP8hpqnr5BDLnQodW3Y5oPO%2BusBPwHYO%2BD80JwBQDsKZ0uEwI%2Bd%2BacxhiQXvqWlRy8CoO3fh6WQx3HAJ11CgcvhoS%2Bf8HwvqotfhLv9rGoyp8qDCuWr7BroM1hCbDovn%2FMhKReMMQx%2FObN7MUC6gqj2U7Hj%2FYr5T74FVauLbMm22ivS3evDCSwtCBrZkSnUYLrWlKccdiSFDBZwH2UUoNU398bILm6hL1xFAGI5geV8i6iJ7gY4PzKqF5Z0sHVxRkWthzBBtl0B6bpfPdxTeaEzhqndWcgWaZeMytcANfAT%2BeY36Z2Kt1jqE5H5Ho4TmjmO2OtavncAtyFjIP1TQf8av2YfWw92bwNPFtFYELtWrurbUFTtOBTLnNGrINd8Bpk2cI%2B48%2BdhEFRiinGCiZnJ1H%2FAs7dwbZRKBdrLbEEkGxtzF9WpOZuiwWnjGLwVtJxvtcuildT5TDSxPi0BjqwASS9TfQed23a9GBamP3Ev8T9Xe%2FIOnKsb5MYSk0MAd%2BoDmrF3te6IjjhgjUdYaljfbn5NneG16BZrCRIAi4FN2ZFRZLIHQSi0w4OyRJk9cexFaw9p5F%2Fvh%2BDCL0kKCf7zNqjKSp0FSoSEMevqDRSNEBSWyMGCFgKO1poehLDU0oqcVkSoZmC4dTaVPCmEHEoJzEGBn0yjem0vPK4FRig2XSPuBh6k2U5oDVZBu0dmKcc&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20240722T093727Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTY2EMZLYG6%2F20240722%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=6db4be843949e0dd19b92fbdc8007690c61749c6e7feb715c2fe2f5dcd635616&hash=e7a86b8e961002fc8f07e739ddc888698ef1d39b44a8411f9dcd6caab42b9308&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S0267364921000844&tid=spdf-df352e90-c589-4a19-a503-c513e1769e1f&sid=66ab568f990ae94ba579c522b2d90c70ffb7gxrqb&type=client&tsoh=d3d3LnNjaWVuY2VkaXJlY3QuY29t&
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3141290
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3141290
https://arxiv.org/pdf/2302.02337
https://arxiv.org/pdf/2302.02337
https://scholarship.shu.edu/cgi/viewcontent.cgi?referer=&httpsredir=1&article=1606&context=shlr
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widely used. And recent studies show that they argrone to revealing personal data
through data leakage and model inversion(see below, 3.2 This challenge is further
exacerbated in finetuning scenarioss

Reflecting these concerns, a ecent restrictive guideline from the Dutch Data
Protection Authority highlights that mass web scraping of personal data is almost always
illegal unless specifically tailored to narrow purposes* Additionally, the Italian Data
Protection Authority has ruled that web scraping by Clearview Al for general face
recognition purposes lacks a legal basis and cannot be justified by the balancing test.
Overall, the mass collection and processing of personal data for large language models,
particularly from the Internet, is difficult and in some cases impossible to reconcile with
data protection laws that demand specific legal bases for processing activities, such as
the GDPR.

2.3.2. Hallucinations

Beyond requiring a legal basis, data protection laws generally enshrine a set of principles
that the processing of personal data needs to adhere to. As has been noted repeatefily,
big data analytics and Al are not easily squared with principles such as purpose limitation,
storage limitation, or data minimisation. One principle that has assumed particular
urgency with the advent of genAl, however, is the principle of data accuracy; it is found,
for example, in the GDPR, but also in the UK GDPRIn the AV context, Algenerated
movie summaries may provide inaccurate information about actors and directors; or
deepfakes suggest certain actions or words by data subjects that they never made or
spoke. Overall, due to its reliance on probabilistic methods, genAl is prone to
hallucinationsa-content that is factually incorrect, nonsensical or unfaithful to the
provided source contente While new tools are being developed to detect hallucinations?

62 See, e.g.Stella Biderman and othersc Emer gent and predictabl e memgrization
36 Advances in Neural Information Processing Systems, 2024, pp-91 Nicholas Carlini and others,
cGQuantifying Memori zati on AcTheBeventtN latarmatiohal Qoaferemeeaoge Mo del s
Learning Representations, 2023, pp.-19; Nicholas Carlini and othersgc Ext r acting training data
| anguage, 30tpUSENIXSecurity Symposium (USENIX Security 21) 2633, 2021, pf3.1Eric Lehman

and others,c Does BERT pretrained on cl i aXiwpeprint@aXiv:26407762,v e a | sens
2021, pp. 1:10; Nicholas Carlini and othersg Ext r acting Training D@03 arXiv om Di f f uc
preprint arXiv:230113188, 2023, pp. 116.

8 Jaydeep Borkar,c Wh a t can we dath ¢ecakage and unfeanning for la w ? grXiv preprint

arXiv:230710476, 2023, pp. 13

B4Autoriteit Pe AR scapirg bijeagakijd ibegay , 4 May -26024, pp. 3

6 Garante per la protezione deidatipersonalic | nj uncti on against ClPena36Rjlew Al , Cas
February 2022, pp. 130

% See, e.g.Zarsky,dncompatible: The GDPR in the age of big daaNovelli and others, dGenerative Al in EU

Law: Liability, Privacy, Intellectual Property, and Cybersecurigyl4

67 |CO,Guidance on Al and Data Protectigr2023, p.38

% SeeonlyZi we i Ji Sunaeby o0b hallueimaton in matural language generatioy, ACM Computing

Surveys 2023, pp.1-3
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they operate probabilistically, too, and are unlikely to catch and remove all hallucinations
in critical scenarios?

Therefore, while the accuracy principle is crucial, it is subject to balancing against
other rights. In practice, only significant false information is likely to mandate correctiori
However, preventing even this more limited set of hallucinations will prove challenging
for the LLM developers and deployer#

2.3.3. LLMs as personal data

Modern data protection laws like the GDPR include the right to erasure of personal data,
which becomes complex with Al due to issues like model inversion and data leaks. Model
inversion can reconstruct training data, including censored audiovisual materials, and
memorisation may cause Al to output personal datancluded in training data, even via
simple prompts. Thissuggess that LLMs themselves might be considered personal data.
If so, merely updating or downloading LLMs would require a legal basis, and individuals
could potentially request model deletion under Article 17 GDPR. If LLMs are indeed
classified as personal data, it could implya deluge of data protection breaches by entities
developing or using these models.

Recent guidance from the Hamburg Data Protection Authority on 15 July 2024
seeks to reassure users that LLMs are generally not considered personal datklowever,
this decision does not end the debate Rather, LLMs can be likened to compressed and
encrypted data; hence, they may still be personal data if certain conditions are met: this
depends on the technical ability to link the model to specific individuals, the likelihood of
the controller using this method, and ongoing legal debate about the impact of the
method's legality on this classification

®Sebastian Far q Deteating halucihatians it lergedanguagie models using semantic entropy ,
Nature, 2024, pp.625-630

0 Cf. ibid., 629

"1 Cf. again ICOGuidance on Al and Data Protectigr2023, 39

72 Cf. alsoEDPB Reportpara. 2931

3 https://datenschutz-hamburg.de/news/hamburgerthesen-zum-personenbezugin-large-language-models

7 Conceiving LLMs as personal data, e.gMi c h a e | Veal e, Reuben ABldgorntms tha n d

remember: model inversion attacks and data protection lay Philosophical Transactions of the Royal Society
A: Mathematical, Physical and Engineering Sciences, 2018, 20180083aulina Jo Pesch and Rainer Bohme,

Lilian

&Verarbeitung personenbezogener Daten und Datenrichtigkeit bei groRen Sprachmodellen Mul t i medi a
Recht, 2023, p9 2 0 ; negating, e .PersonenbEzZucevombarged.aniylage $1odals; Computer

und Recht, 2024, para27 et seqq.; cf. alsEDPB Reportpara. 25
s SeePatrick Breyer Judgment of 19 October 2016, 582/14

© European Audiovisual Observatory (Council of Europe) 20

Page21


https://www.nature.com/articles/s41586-024-07421-0
https://ico.org.uk/media/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/guidance-on-ai-and-data-protection-2-0.pdf
https://www.edpb.europa.eu/our-work-tools/our-documents/annual-report/edpb-annual-report-2023_en
https://datenschutz-hamburg.de/news/hamburger-thesen-zum-personenbezug-in-large-language-models
https://royalsocietypublishing.org/doi/10.1098/rsta.2018.0083
https://royalsocietypublishing.org/doi/10.1098/rsta.2018.0083
https://beck-online.beck.de/Bcid/Y-300-Z-MMR-B-2023-S-917-N-1
https://www.juris.de/perma?d=jzs-CR-2024-7-003-442
https://www.edpb.europa.eu/our-work-tools/our-documents/annual-report/edpb-annual-report-2023_en
https://curia.europa.eu/juris/document/document.jsf?docid=184668&doclang=EN

Al AND THE AUDIOVISUAL SECTOR: NAVIGATING THE CURRENT LEGAL LANDSCAPE

et
i
s

o

2.3.4. Sensitive data

Another pressing challenge under data protection law involves audiovisual material that

can reveal sensitive information such as age, racial or ethnic origin, political opinions,

religious or philosophical beliefs, and trade union membership; this may be the case, for

example, with photographs (age, racial or ethnic origin, religious background) and even

voice recordings (age) A key case highlighting this issue is theMeta v Bundeskartellamt

case, where the court ruled that data does not need to directly refer to sensitive attributes

to be protected under Article 9 GDPR. It isenough ¢t hat data processin
information falling within one7” With advadmaed e cat eg
analytics, this will often be the case. For example, the Apart content recommendation

engine may, deliberately or inadvertently, process sensitive data within this framing, such

as information about the age, ethnic origin, religion or political opinions of
recommendees. Moreover, biometric data, such as images or videos used for identification

purposes in facial recognition, also falls under Article 9 GDPR.

Article 9(2) GDPR outlines exceptions for processing sensitive data, but these
exceptions are limited. One such exception, under Article 9(2)(e), is when the data has
been "manifestly made public by the data subj e
data subject does not legitimise the use of the data for purposes beyond the original
intent of the publication.” The Italian Data Protection Authority ruled that no exception
applies to the indiscriminate scraping of images from the web for face recognition
purposes, even if they were published voluntarily by the data subjects, in its ruling against
Clearview Al®

Consequently, except for explicit consent, which is challenging to obtain, no clear
exception exists for using sensitive data in general generative models and audiovisual
materials. Specific contexts, such as healtnelated scenarios, may have individual
exceptions enshrined in national laws with significant safeguards. However, these
exceptions are narrowly defined and do not broadly apply to generative Al models and
the processing of audiovisual materials.

6 See Ordinanza ingiunzione nei confronti di Clearview Al Injunction of 10 February 2022, Case 9751362,
Point 3.4

" Meta Platforms and OthersJudgment of 4July2023, G252/21, para. 73

8 Recital 51 GDPR an®rdinanza ingiunzione nei confronti di Clearview AllInjunction of 10 February 2022,
Case 9751362, Point 3.4

0 Article 29 Data Protection Working PartyOpinion 06/2014 on the notion of legitimate interests of the data
controller under Article 7 of Directive 95/46/EC 9 April 2014, 39; Ordinanza ingiunzione nei confronti di

ClearviewA] I njunction of 10 February 2022, Case 9751362, Poi
publication of personal data by the person to whom they refer, for example in the context of a social media
network, does not, in itself, entail a sufficient condition to legitmise i ts free reuse by thir

[automated translation].
8 QOrdinanza ingiunzione nei confronti di Clearview Allnjunction of 10 February 2022, Case 9751362, Point
3.6.3.
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2.3.5. Information and user control

The next significant challenges for ensuring GDPR compliance in LLMs (or other genAl
models) are primarily found in requirements to provide notice and information to data
subjects, for example pursuant to Articles 1215 of the GDPR. They pose unique
difficulties due to the extensive and varied nature of the data processed by genAil.

Article 14 of the GDPR is particularly pertinent when considering data harvested
from the internet for training purposes. However, the requirement to inform each
individual whose data is included in the training set can be impractical due to the
significant effort involved. This is where Article 14(5)(b) GDPR comes into play, which
provides for exemptions when the effort is disproportionate. Key factors in this
assessment, as noted in Recital 62 of the GDPR, include the number of data subjects, the
age of the data, and the safeguards implemented. The Article 29 Working Party has also
highlighted the impracticality of informing individuals when data is aggregated from
numerous sources and contact details are unavailable.

In contrast, personal data submitted by users via chat interfaces (prompts) does
not benefit from such exemptions. Article 13 of the GDPR explicitly requires informing
data subjects about several key aspects, including the purposes of processing, the legal
basis for processing, and any legitimate interests pursued by the data controller. This also
holds for any audiovisual materials that data subjects may upload.

The balance between practical compliance challenges and the rights of data
subjects is delicate. Although Article 14(5) GDPR offers a potential exemption for cases of
disproportionate effort, this remains contentious, especially when it comes to scraping
and processing data for commercial purposes. The data controller, as defined in Article
4(7) of the GDPR, must meticulously document their considerations under this provision
to ensure compliance with the accountability principle enshrined in Article 5(2) of the
GDPR. Furthermore, making documents regarding the methods of collecting training data
publicly accessible would reinforce a commitment to data protection principles and
enhance transparency.

2.3.6. Automated decision making

Significantly, the use of Al models, such as LLMs, might also be classified under
automated decisionmaking processes scrutinised by the GDPR. Article 22 generally
prohibits decisions solely based on automated processing, including profiling, that have
legal or similarly significant effects on individuals unless specific exceptions apply. This is
particularly relevant in contexts like recruitment or credit scoring, where automated

88'Hacker P., En g el Refulating @GhatGPM eandeother Marge Gemerative Al Modgl#ACM
Conference on Fairness, Accountability, and Transparency (FAccT ,B3freb 2023, 23

82 Article 29 Data Protection Working PartygGuidelines on Transparency under Regulation 2016/6%9, WP 2 60
rev.01, Brussels, 2018, para. 63
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evaluations can significantly influence outcomes; however, significant effects may also
arise in the context of content recommendation engines, deepfakes, or automated movie
summaries. The recent SCHUFA case by the CJEU lowered the bar for finding automated
decisionrmaking# it is sufficient for a probability value generated by one party (e.g., Al
provider) to significantly influence a third party's decision (e.g., an employer, bank, or
store) to enter into, execute, or terminate a contractual relationship withthe data subject

Exemptions to this prohibition are limited and include scenarios where explicit
consent is obtained, the processing is necessary for a contract, or specific legal provisions
exist. However, obtaining valid consent can be challenging due to power imbalances, and
arguments based solely on efficiency are unlikely to suffice (Recital 43 GDPR). Instead,
companies must demonstrate tangible benefits to data subjects.

These cases and regulatory insights again showcase the growing need for
transparency and legal compliance in the use of automated systems and Al to ensure that
individuals' rights are protected in increasingly digital and automated environments.

2.4. The Al Act

The recently enacted EU Al Aeét imposes several significant obligations on both Al
providers and deployers when processing audiovisual material, whether for training or
inference. It establishes a comprehensive framework for managing the risks associated
with Al systems processing audiovisual material. Providers must implement robust risk
management, data governance, and transparency measures, while deployers have
monitoring, documentation, and impact assessment responsibilities. Transparency is
further emphasised through clear disclosure and labeling requirements. This reinforces
the transparency mandates under the GDPR.

However, tensions exist between data protection law and the Al Act, to®.The Al
Act introduces new roles and terminologies, such asgrovidersy (developers) and
aeployersy (professional users)of Al systems, whichdo not perfectly align with the
GDPR(ds c at eantooleisye and @rdcessory .This divergence could lead to
complexities in determining compliance responsibilities, especially in cases where the

8 CJEUSCHUFA Holding (Scoringjudgmentof 7/ Dec e mber 2023, C3634/ 21, para. 73

8 See,egMi chael Veale and Fr edPeamiskfying the Dtadt EW Artdiaial IBedigegce s i us, 6
Acts Analysing the good, the bad, and the unclear elements of the proposed approagh Comput er Law Revi
International, otto schmidt, Cologne, 2022, p. 97Mar t i n Eber sT haen dE uortohpeerasn, cGo mmi s s i ¢
proposal for an artificial intelligence acte a critical assessment by members of the robotics and Al law society

(RALSy, j, MDPI, Basel, 2021, p. 589

8 See, e.g.Philipp Hacker and JarHe n d r i k Yaasiddies oft Ah Explamations under the Law. From the

GDPR to the AIA, and Beyoyd, = Bef&dnd Explainable Al, Springer, Cham, 2022, p. 343

8%See, e.g., James Cl ar k, Mu h aBrunreodp eD e nili hrec afbhU &A 1K aA oytncas Kred It
data protection law: key takeawayg , Privacy Matters, DedrAgibPoi pBanifeia?2z5a nApr icl z
Intelligence Act (Al Act) and the GDPRENcyclopedia of Cryptography, Security and Privac$pringer, Cham,

2024, pp. 16; Christiane LawsonrH e t ¢ h €hke yPotential Impact of the Future Al Act on the GDRBR,

University of Oslo, Oslo, 2022
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same entity may be considered both anere deployerunder the Al Actbut a controller

under the GDPR3 as will often be the case® Additionally, practical challenges in

enforcement and cooperation between different regulatory authorities remain. For
instance, both acts have distinct supervisory frameworks, which might result in
overlapping or conflicting regulatory actionsg®

2.5. International data transfers

Yet other data protection obligations come into play when audiovisual, or other, data is
sent outside of the EU, for example to enable clouthased analytics of processingFor
example, broadcasters using Al for multiple language versioningiay transfer videos from
the EU to a cloud system based in the US; and smart home devices may send voice
recordings to nonEU servers for natural language processing. Articles 44 and following of
the GDPR address the rules and safeguards required for international data transfers from
the EU to third countries, such as the USA. These articles aim to ensure that personal data
transferred outside the EU receives a level of protection essentially equivalent to that
guaranteed within the EU. Most importantly, an adequacy decision by the European
Commission allows for data transfers to countries deemed to provide adequate data
protection levels, simplifying the compliance process for organisations operating
internationally.

The EUUS Data Privacy Framework (DPF) is the basis of the latest adequacy
decision designed to replace the Privacy Shield invalidated by the Schrems Il decision.
That decision ruled that the bulk collection and processing of personal data by US
authorities for national security reasons is incompatible with the proportionality principle
and an adequate level of privacy; and that EU citizens lack an effective judicial remedy to
challenge potential violations. Against this background, the DPF introduces enhanced
safeguards, including stricter oversight and enforcement mechanisms, and new redress
avenues for EU citizeng

The DPF explicity emphasises the necessity and proportionality principles,
seeking to ensure that access to data by US authorities is strictly limited to what is
necessary and proportionate for national security purposes.Additionally, the framework
establishes the Data Protection Review Court (DPRC), an independent and impartial body
that provides EU individuals with a mechanism to seek redress regarding the collection

%Sebasti 80 B&OPRosndalkde &I Act inter pltlawRepoliyes Fairturfer o FF
Privacy Forum, 3 November 2022

%8pawei HA Adandk GDPR: On the Path Towards Overlap of the Enforcement Structyres RAI LS Bl og,
RAILS, Berlin, 1 October 2023

8 Schrems 1] Judgment of 16 July 2020, CJEU Cas8T1/18

%0 See,eg.Ppavi d Mi c hBhe fransWflartia data prieacy framework: Schrems 1l, GDPR and American

national securityy , Uni versitylLionfdaMaK GRERdbth@fishce in EUUS Data Transferg ,

University of Lund 2023

% Alex Wodi, GThe EU General Data Protection Regulation (GDPR):Five Years After and the Future of Data

Privacy Protection in Reviewy , Wor ki ng9Paper, 2023,
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and use of their data by US intelligence agencie®. This is important if, for example,

investigative journalists from the EU use a U$®ased Al company to verify the authenticity

of a video depicting a relevant event: they can now challenge access to the video by US

intelligence services. The DPRC even has the authority to order the deletion of data if it

determines that the data was collected in violation of the established safeguards. For

example, if a USbased postproduction service provider(e.g., Albased movie subtitling;

voice translation)f ai | s to comply with the DPFds principl
seek enforcement through the DPRC.

Its impact on GDPR compliance is significant as it seeks to address the concerns
raised by the CJEU in the Schrems Il decision. However, the DPF might eventually be
invalidated, too, as the mandate to engage in bulk data processing is broad: it may be
aut horised when it is determined to be necess:
advance a validat eé The U anddrstagdima af @ecepsityj in thist y y .
context, may be broader than the strict necessity and proportionality requirements in the
CJEU doctrine This raises the specter of a potential Schrems Ill decision and further
uncertainty concerning international data transfers between the EU and the US.

2.6. Comparison with US andnternational law

The GDPR, HIPAA, and various state laws in the US all aim to protect personal data but
operate under different frameworks and scopes. The GDPR provides comprehensive data
protection across the EU, ensuring robust safeguards for all personal data, including a
particularly stringent regime for sensitive data, including medical information. For
example, any use of audiovisual materials in medical Al training under the GDPR must
adhere to strict transparency and, typically, consent requirements. This is similar to HIPAA
in the US, which mandates protections for medical data. When using medical images for
Al training, HIPAA requires dedentification of data or obtaining explicit patient consent

to ensure privacy and security are maintaineg.

US state legislations, such as the California Consumer Privacy Act (CCPA) and the
Colorado Privacy Act (CPA) replicate in parallel forrnany GDPR principles by enforcing
strict data protection measures, including rights to access, delete, and omut of data
processing” These laws provide additional layers of protection similar to the
comprehensive GDPR approach. As a consequence, companies processing audiovisual data

%2 |bid.

BEur opean CdQuastiorss £ iAmswers: EGQUS Data Privacy Framewogk, 10 July 2023.

%50 U.S.C. § 3001, Ex. Ord. No. 14088¢t. 7, 2022, 87 F.R. 62283, Sec. 2(c)(ii)(A).

“Bjgrn Asl ak Jul Jhethirsl eoontryaprodlemauhderehe &SDPR:cenhancing protection of data

transfers with technologyy , I nternational Dat a22®r i vacy Law 2023, pp. 22
%St eve Hditodat HIPAAGHealthcare Data, and Artificial Intelligenge, The HI PAA Journal, 16
202 2; B e ¢ k yHealticard Al anll I6IPAA privacy concerns: Everything youneedtoknow The | nt ake,

15 December 2022.

Bl oo mb e rWhich Siates Hage Consumer Data Privacy Laws? 18 March 2024.
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for Al training or other purposes must implement stringent privacy measures and, ideally,
obtain explicit consent from individuals.

However, statelevel initiatives, paired with sectoral approaches in the US (e.g.,
through the Biden Executive Order on Al), increasingly intricate data transfer rules, and
comprehensive legislation in the EU and China threaten to create a patchwork of privacy,
data protection and Al regulation applicable to Al training and deployment, particularly
but not exclusively in the audiovisual sector.

Hence, international efforts are paramount to, potentially, mapping out a path
through the growing maze. Initiatives like the UN Global Digital Compact and the G7
Hiroshima Process reflect a growing consensus on the need for responsible Al and data
protection standards worldwide. These frameworks aim to harmonise Al regulations
across borders, promoting core principles, such as transparency, accountability, and
human rights protections, akin to those enshrined in the GDPR. Such global efforts are
crucial for creating a cohesive approach to Al governance, ensuring that audiovisual data
and other personal information are protected regardless of where they are processes
but also that effective compliance remains possible for companies using audiovisual and
other data for societal benefit.

Ultimately, these international efforts will have to link up to the emerging
international standards developed by standaresetting organisations such as I1SO or
CEN/CENELEC, in order to operationalise vague principles on the ground and in concrete
machine learning systems. Simultaneously, this points to the pressing need to include a
broad variety of stakeholders, beyond industry, in any standardisation efforts, and to
create effective ways, through scholarships and other means, to enable civil society and
academic participation in those endeavors.

© European Audiovisual Observatory (Council of Europe) 20

Page27



Al AND THE AUDIOVISUAL SECTOR: NAVIGATING THE CURRENT LEGAL LANDSCAPE

3. Al & Copyright Protection when
Feeding the Machine

Gianluca Campess PwC Digital Innovation

3.1. Introduction

3.1.1. Overview of Al systems and their processing of
copyrighted data

Everybody has a clear perception of the relevance of Al as a disrupting technology, since
it became capable of replicating (and evensurmpassing) human abilities, but with the
introduction of the Generative Al new crucial legal challengesare posed from the IP
perspective.

This section of the Report will focus on the potential risk of copyright
infringement deriving from the use of works as training data forgenAl systems and will
analyse how legislator and courts are addressing such legal challenge

First of all, it is useful to understand how the training data are treated within a
genAl system. To understand more in detail how the Adenerated outputs are deriving
from the works included in the training dataset, it was suggested to consider a sort of
generative-Al supply chairy®, an interconnected set of stages that transform training

% Director of Legal Operations at PwC Digital Innovation Italy, PhD, Fellow of the University of Milan.

9 See Katherine lee, A. Feder Goper and James @mmelmann, T a | kKBbuhAf Ggneration: Copyright and the
GenerativeAl Supply Chain 27 July, 2023, forthcoming, in Journal of the Copyright Society 2024. On the
substantial difference in the creative process of the Al systems as compared to human creativity and on the
impact that such differences have on the reconstruction of copyright aspects, see also Giancarlodsio, Should

we ban Generative Al, incentivise it or make it a medium for inclusive creatiitly?31, 2023, in Enrico Bonadio

and Caterina Sganga (edsp Research Agenda for EU Copyright LafEEdward Elgarforthcoming), according to

wh i cOme factor that calls for careful consideration when contemplating legal incentives fgengrated
creativity is the unique nature of machigenerated creativity, which differs significantly from human creative
processes. In this context, it is crucial to reflect on the distinctive characteristics of creativity generated by
machines, which excel in cumulative and combinatori al pr
actual objects themselves but rather conceptual ideas of those olyjects
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data into generations €.g.a new and hopefully neverbefore-seenpicture of an item that
may or may not ever have existed).

According to the aue bupplyschain starts with creativec t i o n,
works: all of the books, artwork,software, and other products of human creativity that
genAl seeksto learn from and emulate. Next, works and other information must be
converted into data: digitally encoded files in standard, known formatsindividual items
of data are useless for Al training by themselves. Insteadhey must be compiled into
training datasets: vast and carefully structuredcollections of related data. The process
requires both extensive automationand thoughtful human decision-making.

To create agenAl model, its creator picks a technical architecture assembles
training datasets, and then runs a training algorithm to encodefeatures of the training
data in the model. Model training is both a scienceand an art, and it involves massive
investments of time, money, andcomputing resources.The model that results from this
initial training poro caaseembdely bealse ieisbften justd a s e y
starting point. A model can also be finetuned to improve its performance or adapt it to a
specific problem domain. This process, too, involves extensive choices and it should
not be carried out by the same entity that did the initial training.

A deployed system can be used to generate outputs: new creative workisat are
based on statistical patterns in the training dataset but combinethem in new ways. An
output 8 o r G g € n e lisabasedoon g promptsupplied by the user: an input that
describes the particular features theywant the output to have. This is typically the only
part of the supply chainthat users see.

In such a reconstruction, the model is simply a different and complicated
arrangement of training examples.But the model could be also seen as derivative work
of its training data, a work based upon one or more preexisting workghat combines the
authorship in an existing work with new authorship. Training datasets contain complete
literal copies of millions of digiti sed copyrighted works. A model, as a collection of
parameters, is different in kind from the copyrightableworks it was trained on.

3.1.2. Considerations on derivative works

It is not simple and not obvious to understand
between the training dataset and the Algenerated output. It is crucial to understand

whether the output generated via Al systems after data processing can be considered a

derivative work and consequently whether the rightsholders of the training data must

authorise the derivative work generated by Al. With regards to the US legal system,

Professor Daniel Gervai® points out that the Copyright Act provides an exclusive right

do prepare derivative works based upon the copyrighted wogk and dleribaiive e s ¢

100 See Daniel J. &vais, Al derivatives: the application to the derivative work right to literary and artistic
productions of Al machines Seton Hall Law Review, Vol. 53, 2022 and Vanderbilt Law Research Paper No. 22
12.
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worky i n part baseduaampne aranor& preexisting workg Translated in the
Al environment, it is necessary to take into account tha#\l systemscan produce literary
and artistic content (output) that is al
of preexisting works.

Moreover, derivative works must satisfy the original requirement to be eligible for
copyr i ght Qriginalitygis riotidefined bydhe laws, but it was defined by the US
Supreme Court as meaning that thelerivative work must be independently created by its
author and must embody expression that is at least minimally creativéi.e. the work is the
result of creative choices made by the authgr

In addition, the notion of originality applied to the protection of derivative works
requires that the person claiming to have authored a derivative work must have added or
transformed one or more preexisting works in some way. The legal nature of the
derivative work can stem from an authomation from the copyright owner, from an
exception such as fair use, or because the underlying work is no longer protected.

So, it has to be verifiedwhether the creative choices made by the programed s
author (or arguably by the user, if applicable) are presentinthé& | s y sutpetnifdic,
protecting that output as the work of the programmer (or user) is incompatible with both
fundamental doctrinal tenets of copyright and its policy purpose, and itwould over-
reward the programmer (or user)

With regards to the BJ legal system, the principles of the Berne Convention are
applicabl e, a c ctranslaions, gadaptationswdrrangements of music and
other alterations of aliterary or artistic work shall be protected as original works without
prejudice to the copyright in the original worky? In addition, the CJEUtoo, has indicated
a requisite of cGcoriginalityy fhatthe BUlosginalitg r i
test requires more than skill, labor or effort and, more in detail, hasdictated that
technical considerations, rules and constraints do not confer originality?

In the absence of clear indications from the legislation or from the case law, this
would be most probably the subject of caseby-case analysis on the training of the Al
system, so as to assess whether the outputs are elaborations close to forms of expression
of the initial works used for training and/or whether the patterns used by the Al system
for generating new works reproduce output hardly discernible from the original works of
the author.

Wl SeeFei st Publ dns, Il nc. V. Rur al ;BerowGiles ¢ ithegraphi€6a.y. 499 U.

Sarony, 111 U.S. 53 (1884)
102 SeeArticle 2(3) Berne Convention

1B See E.Rosatiwhen i s a derivative work original and thus

edition makes its way to Luxembourg in fresh Romanian CJEU referr@ee also CJEU judgment (Fifth
Chamber) 11 June 2020 in casés333/18.
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3.2. Text and data mining exception for training data

3.2.1. Examination of the applicability of TDM exemption to
Al training data

Al in general and, aboveall, generative Al systems require large datasets for machine
training and deep learning* including copyrighted works such as music, images or text,
depending on the planned output. Such requirements are usually satisfied viaext and
data mining (TDM), defined as the automated process of extracting information and
insights from large amounts of text and data® There are two types of data that can be
handled via TDM while data mining handles structured data coming from systems, such
as databases, spreadsheets, etc., text mining deals with unstructured data found in
documents, emails, social media, and the web, where the patterns are extracted from
natural language text rather than from structured databases of facts® Text mining
benefits from the advances in natural language processing, particularly when
transforming unstructured text into structured data suitable for analysis.

The TDM activities become critical when they imply the access and the extraction
of data from copyrighted contents, whereby these activities may potentially infringe the
exclusive rights recognsed by national laws and international treaties of authors and
related rights owners, essentially reproduction and adaptation rightsThe relevance of the
TDM activities is also related to the fact that they are at the core of the balance between
the rights of rightsholders and the rights of innovators, who need large amount of data for
developing technologies which can foster innovation.

The fundamental rule intended to pursue said balance according to the principles
in the international legal framework is the so called threestep test’ highlighting the

For a distinction between artificial inteAllvs gence,

Machine learning vs. deep learning: know the differencegs, sldanmp |
https://www.simplilearn.com/tutorials/artificial -intelligence-tutorial/ai -vs-machine-learning-vs-deep-learning

105 A schematic overview of the processes involved in text mining of scholarly content can be found on
https://libereurope.eu/topic/text -data-mining/ See S. ErcolaniText and data mining: the copyright connectjon

in Campus G, Franzosi M. Pollicino O. cDigital Singl e

SS.

106 Hearst, M.A.Text Data Mining Mitkov, R. (ed.), The Oxford Handbook &@omputational Linguistics, Oxford
University Press: Oxford, UK, 2005; pp. 62&62.

107 The ThreeStep Test is found specifically in Article 9(2) of the Berne Convention and Article 13 of the
TRIPS Agreement. It states that any limitation or exception to copyright must satisfy three criteria:

a. Special Cases: The limitation or exception must apply to certain special cases that do not conflict with the
normal exploitation of the work.

b. No Conflict: exceptions must not conflict with the normalexploitation of the work; and

c. No Unreasonable Prejudice: The limitation or exception must not unreasonably prejudice the legitimate
interests of the rights holder.

The Italian Copyright Law 633 of April 22, 1941 incorporates literally the three criteria in article 6%is, para.
5, art. 70-sexies, 7tbis para. 3octies, 71-sexies, para.4 and 74nonies.
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criteria to be taken into account bystates when introducing exceptions and limitations to

the exclusive rights. The three-step testis not only in the Berne Convention (Article 9 (2))
but also in the Agreement on Trade Related Aspects of Intellectual Property Rights
TRIPs (Article 13)¢ the WIPO Copyright Treaty WCT Article 10y and the WIPO
Performances and Phonograms TreatyVPPT Article 16).1° In the EU, the threestep test

is enshrined in art. 5.5 of the Infosoc Directive! as well as in other directives.

In other jurisdictions, for example in the United States a different approach is
adopted, with potentially broader exceptions to be adopted in the light of the three-step
test 3- according to the principle of fair use*? which allows assessment on a&aseby-case
basis of whether certain uses of copyright worksare admissible fortransformative and
non-commercial purposes.

3.2.2. TDM and the impact onreproduction and extraction
rights

With regards to Directive (UE) 2019/790 on Copyright in the Digital Single Market (CDSM
Directive),3 Articles 3 and 4 are dedicated to text and data mining (TDM), that is the use
of automated analytical techniques to analge large amounts of text and data for
research, innovation, and other purposes, with the aim to generate new insights,
knowledge, and potentially new outputs, possibly based on the analysis of copyrighted
content. Given the rise of genAl starting from November 2022 (with the launch of
ChatGPT), it is relevant to highlight that, when the EU legislator introduced the TDM
exception, the technical landscape was not focused on the possibility to generate new
content via Al starting from the training data potentially collected on the basis of the
text-and-data-mining exception.

108 The TRIPS Agreements a Protocol to the GATT of the World Trade Organization. WTO Members must

comply with the substantive law provisions of the Berne Convention, except the provisions on auth®rgfioral

rights. International agreements concluded by the Union are, as from their entry into force, an integral part of

the legal order of the European Union (Judgments of 3Bpril 1974, Haegemar(181/73, EU:C:1974:41,
paragraphs2/6); of 30 September 1987 Demirel(12/86, EU:C:1987:400, paragraph); and of 8March

2011, Lesoochranarske zoskupeif@240/09, EU:C:2011:125, paragrapB0). They are therefore binding upon

the institutions of the Union and on its Member States pursuant to Articl16(2) TFEU.

109 https://www.wipo.int/wipolex/en/text/295166#P83_10885

110 https://www.wipo.int/wipolex/en/text/295578

111 https://eur-lex.europa.eu/legatcontent/EN/TXT/?uri=CELEX%3A32001L0029

112 According tothe US Copyright Officec Fai r use is a | egal doctrine that pron
permitting the unlicensed use of copyrightprotected works in certain circumstances. Section 107 of the

Copyright Act provides the statutory framework for determining whether something isafairusg Secti on 107
calls for consideration of the following four factors in evaluating a question of fair use: 1. Purpose and

character of the use, including whether the use is of a commercial nature or is for nonprofit educational

purposes; 2. Nature of the copyrighted work; 3. Amount and substantiality of the portion used in relation to

the copyrighted work as a whole. 4. Effect of the use upon the potential market for or value of the copyrighted

work.

113 Margoni T., Kretschmer M., 2018/04/25, The Text and Data Mining exception in the Proposal for a Directive on
Copyright in theDigital Single Market: Why it is not what EU copyright law needs
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In Article 3 a broader exception for TDM is introduced for research and cultural
institutions, while in Article 4 narrower conditions are established forthe general TDM
exception, also dedicated to potentially commercial purposes# There are,however, some
common aspecs, such as the exempted exclusive rights covering reproduction and
extraction. As to the reproduction right, copyright contents are possibly copied onto the

mi nerds storage facilities and through the sub:

(and/or adapted) into a new dataset by means of the analysis software; such reproduction
may be merely transient and only consist of fragments of workss Also for fragments,

absent a copyright exemption, TDMatenoul d requi r e

The term cGextracti ony sdems atclear refprenoevtd thed ons on

exemption of the TDM from the sui generisright that reserves for the maker the
@xtraction or re-utilization of a substantial party of the database. Noexplicit reference is
made to the applicability of the TDMto the rights on adaptations or alteration,which may
be considered a restricted act in view of article 12 of the Berne Conventigr¢ and would
represent for sure the core aspect in considering the TDM exception as the rationale for
justifying the training of Al systems with copyrighted contents.

In order to foster innovation via the TDM exceptionalso for commercial purposes
Article 4 introduces a general exception for individuals or orgarsations engagingin TDM
activities. Between copyright, onthe one hand, and innovation and research on the other,
achieving a fair balance is more complex than in the case ofrticle 3, which opens the
possibility to license the use of copyright contents for TDMArticle 4 has identified such
bal ance i n t he,thepregdgdtive that rightsopriers can éxgrcise by means
of a r eser v ainanapprogriate maanexs\eéhdn the copyrightedcontents are
made available online, the reservation should be exercised by machineadable means

At present, a few licenseshave been announced between rightsowners and
platforms (between OpenAl andthe Associated Presg” while The New York Times
prohibits using its content to train Al models:® and French media such as Radio France
and France 24 are implementing antiscraping toolse

114 Geiger C., Fosio G., Rilayenko O., The exception for Text and Data Mining (TDM) in the Proposed Directive on
Copyright in the Digital Single Market Legal AspedtsCentre for International Intellectual Property Studies
(CEIPI) Research Paper No. 2002,

115 According to the CJEU, 4 October 2011pined Cases @03/08 and G429/08 (Premier League), 8159,
partial reproductions are covered by the reproduction right of Article 2 of the Infosoc Directive, where the
fragments eccontain elements which are the expression of
composed of the fragments reproduced simultaneously must be examined in order to determine whether it
contains such el ementsy.

116 Article 12 - Right of Adaptation, Arrangement and Other Alteration Authors of literary or artistic works

shall enjoy the exclusive right of authorsing adaptations, arrangements and other alterations of their works.

117 hitps://apnews.com/article/openaichatgpt-associated press-ap-f86f84c5bcc2f3b98074b38521f5{75a

118 https://www.theverge.com/2023/8/14/23831109/the-new-york-times-ai-web-scrapingrules-terms-of-
service
119 https://www.lesechos.fr/techhmedias/medias/iales-mediasfrancaissorganisentface-a-la-collecte-de-

donneespar-les-robots-1973079
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3.3. Al relevant legislations

3.3.1. EU Al Act and copyright. transparency rules and
measures for TDM

The Regulation laying down harmorse d r ul es on Arti ficial I ntell
part of a much broader and more ambitious project being carried out by the von der Leyen

Commission since as early as 2019, whicimter alia includes the White Paper on Ak A

European approach to excellence and trugt as well as the Proposal for a Directive on

adapting non-contractual civil liability rules to Artificial Intelligence 22 At the same time,

the European Parliamenthas also undertaken considerable endeavors in the area of Al,

particularly with regard to issues such as ethics, responsibility and copyrigh# confirming

the EUds intention to take the |l ead in identif
and legal parameters of artificial intelligence for the future.

The choice of a regulations- and its consequent direct applicability inEU member
states as set forth in Art.288 TFEU3 rather than a directive is a clear indication of the
direction of travel of the EU. Through the Al Act, in fact, the EU will actually be able to
deploy a uniform discipline directly injected into the respective legal frameworks of each
member state, in theory without the need for local transposition or implementation.

On July 12, 2024, theRegulation (EU) 2024/168%f the European Parliament and
of the Council laying down harmonised rules on Artificial Intelligence= (the Al Act), was
published in the Official Journal of the European Union. The Al Act will enter into force 20
days after its publication

Article 53 o n GObligations forpupposéederls mofdebhep
introduced, with two distinct requirements related to copyright: (i) Section 1(c) requires
providers of GPAI models to:

put in place a policy to respect Union copyright law in particular to identify and respect,

including through state of the art technologies where applicable, the reservations of rights
expressed pursuant to Article 4(3) of Directi.i
them t o: cdraw up and make publicly avail abl ¢
content used for training of the generplrpose Al model, according to a template provided

by the Al Office

120 Fyropean Commission White paper on artificial intelligence a European approach to excellence and trust
COM(2020) 65 final, 2020.

121 European Commission Proposal for a Directive on adapting non contractual civil liability rules to artificial
intelligence(Al Liability Directive), COM(2022) 496 final, 2022.

122 Fyropean Parliament Resolution of 20 October 2020 on a framework of ethical aspects of artificial intelligence,
robotics and related technologie2020/2012(INL).

123 Available at https://eur-lex.europa.eu/legatcontent/EN/TXT/HTML/?uri=0J:L_202401689

124 Keller P., A first look at the copyright relevant parts in the final Al Act compromise
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What the e6suffici e willdoysistafenillde deterchines bynama r y y
template to be developed by the EUds Al Of fi ce
should be generally comprehensive rather than technically detailed, e.g. by listingthe
main data collections or sets that went into training the modely Before the template is
available, operators will need to develop industry best practices?

On the other hand, the reservation of rights under the TDM exception for being
effective 3 especially in an online environment 3= could imply the development of
adequate cGcstate of t he art technol ogi esy, whi
Request already submitted by the European Commission to thEBuropean Standards
Organisations (ESOs3

3.3.2. Al and TDM exception: some national law proposals in
Italy and Poland

On 23 April 2024, theItalian government published the text of a draft law# introducing
regulatory provisions concerning the use of Artificial Intelligence systemsto the lItalian

| egal system ( &AHe text wasapprovedy teeaCloundgil of Ministers and
then submitted to the Italian Parliament for discussionon 20 May 202412 With regards to
training data, Article 24 of the Al Law Proposal also introduces a new Article 78eptiesin
the 1 talian The pprodictioh and éxaaation(oéworks or other materials
through artificial intelligence models and systems, including generative ones, are
permitted in accordance with articles 7Gter and 70-quartery ) . Thi s proposed
appearsintended to strengthen the principle according to which, save for the case of
scientific research purposes, copyright holders can opt out from the use of their content
for text-and-data mining for commercial purposes. This provision is consistent with the
principle already expressed in the EU Al Act Article 53 co 1 lett.c

Poland is still in the process of implementation of the provisions of the2019
Copyright in the Digital Single Market Directiveinto national law. In this particular case,
the Polish government claims that the delay allowed it to properly consider the impact of
genAl on copyright and come to the conclusion that training generative Al systems on
copyrighted works does not in fact fall within the scope of the text and data mining
exceptions contained in the Directive, sincethis type of permitted use was not conceived
for artificial intelligence .1

125 See Fank C. and $hmid G.,Al, the Artificial Intelligence Act & Copyright.

126 Seehttps://artificialintelligenceact.eu/standard-setting/ and
https://www.etsi.org/newsroom/blogs/entry/standardization-requestin-support-of-safe-trustworthy -artificial -
intelligence.

127 See @mpus G, Artificial Intelligence and copyright: the Italian Al Law Proposal

128 Seehttps://www.governo.it/it/articolo/comunicato -stampa-del-consiglio-dei-ministri-n-78/25501

129 Seehttps://www.senato.it/service/PDF/PDFServer/DF/437373.pdf

130 SeeKeller P, TDM: Poland challenges the rule of EU copyright law
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https://www.etsi.org/newsroom/blogs/entry/standardization-request-in-support-of-safe-trustworthy-artificial-intelligence
https://copyrightblog.kluweriplaw.com/2024/05/28/artificial-intelligence-and-copyright-the-italian-ai-law-proposal/
https://www.governo.it/it/articolo/comunicato-stampa-del-consiglio-dei-ministri-n-78/25501
https://www.senato.it/service/PDF/PDFServer/DF/437373.pdf
https://copyrightblog.kluweriplaw.com/2024/02/20/tdm-poland-challenges-the-rule-of-eu-copyright-law/
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3.4. Impact of case law

3.4.1. Overview of relevant caseson training data (USAand
Europée

The US Copyright class action against OpenAhis class action was filed on 28 June

20231t in United States District Court- Northern District of California, San Francisco

Division by two authors (Paul Tremblay and Mona Awad), on behalf of themselves and

other parties in the class action complaint, against OpenAl In@and others The plaintiffs

demanded a jury trial to recover injunctive relief and damages as a result and
consequence @lfegedunlbvduhadbraduct Acc or di ng t oalarpee cl ai me
| anguage model ds output is therefore entirely
training datasey (sedé&u& hl 03) t he materi al i comédfpomn Al ds tr
copyrighted worksz including books written by plaintiffs 3 that were copied by OpenAl

without consent, without credit, and without compensation. OpenAl has never revealed

what books are part of its Booksl and Books2 datasets, which are thl@raining dataset

[that] came from two internet-based books corporg(see § V.30). OpenAl has justified its

lack of information on the provenance of the datasets due to bothahe competitive

landscape and safety implications of largescale modely (see § V.35).

The US class action against Google Bard for web scrapiranother class actiorn
was filed against Google in the United States District Court Northern District of
California for alleged web scraping (covering both copyright and privacy aspects) in the
training of its Al tools, Bard, Imagen, MusicLM, Duet Al, and Gemifti For developing its
products, Googl e draineddn amestichadd 1.96ardionpvords ofublic
dialog data and web text grawn from Infiniset, an amalgamation of internet content
meticul ously selected t o i mprove th®Inmodel ds
addition, the origin of the data used to train LaMDAs the language model behind Google
Bard, includes the C4 dataset. The C4 dataset, created by Google in 2020, is taken from
the Common Crawl dataset, which is an opesource dataset but it is intended to be used
for research and education and, according to the plaintiffs, it was never intended to be
turned into an Al product for commercial uses3

The US class action against Meta LLaNAwo class actions against Metaare
promoted by some copyright holders (mainly book authors)with regard to an alleged

131 See Tremblay P. and Awad M. v. OpenAl INC. et al, No. 3c233223.

132 See J.L. v. Alphabet Inc, U.S. District Court for the Northern District of California, No. 3c2303440.
33https://fingfx.thomsonreuters.com/gfx/legaldocs/myvmodlogvr/GOOGLE%20A1%20LAWSUIT%20complaint.
pdf .

3¢ See https://medium.com/@taureanjoe/what-sites-were-used-for-training-google-bard-ai-1216600f452d
and https://www.searchenginejournal.com/googlebard-training-data/478941/#close .

135 Seehttps://arxiv.org/pdf/2201.08239.pdf .

136 See https://commoncrawl.org/ and https://www.forbes.com/sites/kalevleetaru/2017/09/28/commontcrawl-
and-unlocking-web-archivesfor-research/?sh=1e3d3c233b83
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infringement of IP in their books and written works as far as training materials for LLaMA
(Large Language Model Meta Al) are concerned. Such case law is interestwigh respect
to the reconstruction of the technology deployed by Meta and of the training

met hodol ogy (at | east from the plaintiffds

the chance to preliminarily evaluate the robustness of the claim&’ The first classaction
Kadrey v Metavas filed on 7 July 2023¢ in U.S. District Court for the Northern District of
California- San Francisco Division. The second classtion Chabon v Metavas filed on 12
September 2023 before the same court® Both complaints are essentially based on the
same arguments and factual allegationsMeta notes that 85 gigabytes of the training data
come from a cat e gAhccoydingcta thd madtiffs; iB suchk category is
included Bibliotik, ac s hadow | i bsrlang lyegn of ifteaest tohttee Altraining
community because of the large quantity of copyrighted materialit contains (including
plaintiffsd written works

The District Court of Hamburg on LAION cas#&Vith regards to the EUthere is a
German court case currently pending before the Hamburg regional courtA stock
photographer is suing the nonprofit organization LAION, which offers the LAIONSB
dataset used for the training of large imagetext models. The lawsuit alleges unlawful
copying and aims to have the images removed from the training set. LAION in contrast
relies particularly on the general TDM exception under Art. 4 DSM Directive, but also on
the TDM exception for purposes of scientific research under Art. 3 DSM Directieue to
its non-profit nature), whi ch does n o to uptr§omeipmlenindryofindingsn
from the hearing phase, as reporte@* pointed out that the Court held the disputed
images as dawfully accessibley on the stock photo site and that under Section 44b
German Copyright Law copies under TDM exception can only be mader the purpose of
gathering information, in particular regarding patterns, trends and correlationg (and the
Court tended towards accepting a use for gathering correlations). Another relevant point
debated relates to the proper way to opt out, sinceSection 44b German Copyright Law
requires that this happen 3 when in the online environment 3 in a machinereadable
format (this me-autare mtslffEientonlines antopt-oubeppressed via
robots.txt file is needed).

3.5. Some (preliminary) conclusions on the case law

The abovementioned cases are mainly at an early stage. Nonetheless they appear
relevant for a number of reasons. First of all, because in their factual reconstructions it

137 Available at
https://storage.courtlistener.com/recap/gov.uscourts.cand.415175/gov.uscourts.cand.415175.62.0.pdf

138 Available at https://www.courtlistener.com/docket/67569326/kadreyv-meta-platforms-inc/

139 Available at https://www.courtlistener.com/docket/67785353/chabonv-meta-platforms-inc/

140 Seehttps://cepic.org/news/anup-date-on-the-robert-kneschkev-laion-e-v and
https://www.heise.de/hintergrund/Stock photographer-suesAl-association LAIONThe-crux-with -Al-training -
data-8988690.html

141 SeeBruR M. here and Gaef O.R.here.
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appears evident what the crucial issue is with the training data for the most prominent
LLMs. Therefore, some of the first rules in the Al Act dedicated to the training data are
specifically transparency rules aimed at shedding some light on the training process.

The second point of relevance relates to the arguments used by the genAl
providers to respond to the plaintiffsd all egat
were not able to demonstrate how, based on the functioning of the LLMs, the training
data are converted into outputs and whether they can be considered derivative works
(mainly, the allegations note the similarity between works used for training and outputs).

In some cases, dair usedefense has also been introducedrair useis an exception
to copyright law designed to allow limited use of copyrighted material without permission
for purposes like commentary, criticism, news reporting, and scholarly reportg. But the
counterargumentisthath e def endantsd coll ection and use o
no option for copyright owners to opt out, would exceed the legal interpretation offair
use sincecopying an entire work militates against a finding of fair use

It will be interesting to note whether the US and EU case law will find coherent or
divergent solutions on the issue of training data, taking into account that both US and EU
approaches to copyright exceptions should be interpreted in line with the threestep test
under the Berne Convention.

142 SeeMcGucken vs Pub Ocean Limijtda@ F.4th 1149 (9th Cir. 2022)
143 SeeVHT vs Zillow Groy®18 F.3d 723, 743 (9th Cir. 2019)Vorldwide Church of God vs Phila. Church of God,
Inc.,227 F.3d 110, 1118 (9th Cir. 2000).
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PART lIg Legal status of prompts igenAl

In discussions on Adassisted or Algenerated content, the focus often centres on potential
copyright infringement, especially within the audiovisual industry, where rightsholders
are concerned about their works being used as training data

But what about the prompt itself? Could a prompt be protected by law? Might it
qualify as a trade secret if its use proves to be significantly beneficial to a company? Since
the prompt instructs the genAl and influences the resulting output, should it be given
legal importance?

As to copyright infringement, prompts are used by individuals, making it difficult
for rightsholders to detect whether prompts may lead to infringement. Should prompting
activities be subjected to scrutiny? Such scrutiny could potentially conflict with users'
freedom to express themselves through prompts. However, when balancing interests, is it
justifiable to limit one's freedom to protect something greater? Could copyright
protection have an effect on freedom of expression?

These questions remain, at the time of writing, still theoretical, and it is yet to be
seen how human rights framewaorks will address these challenges.

144 Rethinking Copyright Law: The Case for Protecting Abenerated Content and Rewarding Those Who Truly
Know What They Want, Ziyong "Sean" Li, Benesch, 14 May 2024



https://www.beneschlaw.com/resources/rethinking-copyright-law-the-case-for-protecting-ai-generated-content-and-rewarding-those-who-truly-know-what-they-want.html
https://www.beneschlaw.com/resources/rethinking-copyright-law-the-case-for-protecting-ai-generated-content-and-rewarding-those-who-truly-know-what-they-want.html
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4. Authorship, Liability and
Transparency in relation to Al
generated content

Malte Baumann and Jan Bernd Nordem&nAttorneys at Law, Law firm NORDEMANN, Berlin;
4.1. Authorship

4.1.1. The human creator as author

Under EU law, only a human creation can enjoy copyright protection. To satisfy the

definition of a work, a given subject matter must reflect the personality of its author as an

expression of his or her free and creative choice’s: As such the focus is on the human

creator and his or her actions in shaping the work. Authors are able to give their works a
Gpersonal touchy through their personal choice:
them.*” A purely aesthetic effect that is not the result of a personal, creative choice is not

sufficient to justify protection as a work# Moreover, copyright protection cannot be

afforded if the design of a product is dictated by technical considerations, rules or

constraints4

This anthropocentric approach of EU law can be seen not only in the criterion of
originality but also in the term of protection, which is based on the life of the authori* In

145 Prof. Dr.Jan Bernd Nordemann (Partner) and Dr. Malte Baumann (Associate), Attorneys at Uaw.Bernd
Nordemann is also honorary professor at the Humboldt University in Berlin

146 Cofemel Judgment of 12 September 2019, 683/17; EvaMarie Painer Judgment of 1 December 2011,-C
145/10.

147 EvaMarie PainerJudgment of 1 December 2011,-@45/10.

148 Cofemel Judgment of 12 September 2019, -683/17.

149 Football DatacpJudgment of 1 March 2012, 604/10.

150 Article 1 Directive 2006/116/EC
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the Berne Convention, the concept of moral rights underlines the humabased
approach:

Courts in EU member states (such as Czechia) have already applied this principle
and found that only a human can be an author, Al canné® Some countries (like France)
have begun producing legislative proposals for dealing with Al, which clarify that Al
cannot itself be the author of a work?s? In other countries (such as Spain), the copyright
laws already leave no room for doubt by explicitly stipulating that only natural persons
can be authors>

Looking to the USA, the principle that only humans can be authorsas already
established in copyright law even before the new age of A¥ Accordingly, the District
Court of Columbia ruled in 2023 that material the expression of which is solely
attributable to an artificial system running on a machine does not enjoy copyright
protection.’®* The US Copyright Office has maintained this principle and refuses to grant
copyright protection to purely Al-generated material’®” Only material that is the product
of human creativity can be protected by copyrights® The Guild agreements of the Writers
Guild of America (WGA) also follow this approackr.

China has also adopted the principle that Al models cannot themselves be
authorsiso A copyrightable work always requires an intellectual act on the part of a
person.

Some jurisdictions (such as the United Kingdom and Ireland) are taking a different
path by expressly recognising protection for computeigenerated content®: However,
even in those jurisdictions, authorship is attributed to the person who created the

151 Article 6 of the Berne Conventionfor the Protection of Literary and Artistic Works of 9 September 1886,
WI PO Lex No. TRT/ BERNE/ 009; a | sGopyrtibt grel Arhifioidl €reation: Poes . and Qui
EU Copyright Law Protect AAssisted Outputy I/C- International Review of Intellectual Property and
Competition Law 522021, pp. 11901216.

2Cer r Czeoh court figds that Al tool DALLE cannot be the author of a copyright worl The IPKat15
April 2024.

13D r ey Decigphering French Copyright Law in the Age of Al: A Critical Analysis of Recent Developments
Dreyfus 19 January 2024

154 Article 5, Real Decreto Legislativo 1/1996e 12 de abril, por el que se aprueba el texto refundido de la Ley
de Propiedad Intelectual, regularizando, aclarando y armonizando las disposiciones legales vigentes sobre la
materia (Spanish Copyright Act of 12 April 1996).

155 United States Court of Appeals for the Ninth Circuifudgment of 23 April 2018, No. 1615469 [888 F.3d
418].

156 United States District Court for the District of Columbiajudgment of 18 August 2023 Civil Action No. 22
1564 (BAH) [2023 WL 5333236 (D.D.C. Aug. 18, 2023)]

B’US Copyr i cChpyrighbRefjistration Guidance: Works Containing Material Generated by Atrtificial
Intelligencey , 16 March 2023

158 |bid.

159 Article 72 B, Memorandum of Agreement for the 2023NGA Theatrical and Television Basic Agreement of
25 September 2023.

160 Beijing Internet Court, Judgment of 27 November 2023(2023) Jing 0491 Min Chu No. 11279.

161 United Kingdom: Section 178Copyright, Designs and Patents Act 19885 November 1988, Ireland:
Section 21 (f),Copyright and Related Rights A¢t2000, 10 July 2000
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conditions necessary for the material to be produce#? In Ukraine, asui generisright in
computer-generated content has recently been introduced, which is explicitly vested in
the holder of the rights in the computer program?63

4.1.2. Al-assisted creation of works

Under EUlaw, output generated by a computer alone does not enjoy protection as a
copyrighted work. In practice, however, there will often be some form of human
influence s This human contribution can theoretically suffice as a basis for copyright
protection as the use of technical tools does not preclude copyright protectiorss

What form must human influence take for the Al output to be attributed to the
person as their creation of a work? There are three possible phases in which humans can
exert a decisive influence on the generation of the Al output:

A In the creation and configuration of the Al model and Al system (selection of
training data; programming of the Al system and setting its purpose; targeted
training of the model);

In the specifications made to Al through prompts;

In the editing/reworking of the draft output produced by Al.

> >

This corresponds to the creative phases developed by the CJEU, in the context of portrait
photography, which offer areas for creative freedom: preparatory steps, the execution
itself and the subsequent revision of the output®

According to the CJEU, even a very limited degree of human creativity is sufficient
to justify protection as a work. The crucial factor is that there is any freedom for
individual choices at all¢” This freedom does not have to be particularly great nor does it
have to be used in a groundbreaking way: even just an extract ofL1 words from a daily
newspaper can constitute a protected workse as can a quite simple portrait photographtse
In contrast, merely collating factual information does not suffice> Most prompts will
meet the requirements.

162 United Kingdom: Section 9 (3)Copyright, Designs and Patents Act 1988reland: Section 21 (f)Copyright

and Related Rights Act2000.

3202y IMORBANUSNt 01.12.2022 | 32 &23(kaB@28WETXokl325Z nj &3 Ynjf y
December 2022 on Copyright and Related Rights), amended by No. 2924 of 20 March 2023.

4Mi | i t s iuman Ckeative Centribution to ABBased OutputtOne Just CanyY@RURIngGGet Enough
2023 pp. 939-949.

165 EvaMarie PainerJudgment of 1 December 2011,-@45/10.

166 EvaMarie PainerJudgment of 1 December 2011,-@045/10; Hartmann C. et al.Trends and developments in

artificial intelligence Publications Office of the European Union, September 2020, p. 73.

167 Football Datacg Judgment of 1 March 2012, $604/10.

168 Infopaq Judgment of 16 July 2009, 5/08

169 EvaMarie PainerJudgment of 1 December 2011,-@045/10.

170 Funke MedienJudgment of 29 July 2019,469/17.
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However, it is not only important that the scope for decisioamaking is used
creatively but also that these personal decisions are reflected in the final Al output. The
specific expression must reflect the free creative choices of the persdft. The intervention
of Al must therefore not completely overshadow the input by the human. This is in line
with the general principle that a mere idea as such cannot enjoy copyright protection but
only the concrete expression of it

The CJEU itself has not yet ruled on any Apecific cases regarding the creation of
works. However, there are some national judgments and decisions by public authorities.
These show that the question as to what specific requirements should be placed on the
human creative contribution can be answered with varying degrees of strictness.
Ultimately, despite the efforts of legal experts to develop generalised assessment
methods?” there will have to be a caseby-case assessment taking into account the
standards that apply nationally. The Al tool used and the degree of automation will play
just as important a role as the extent and quality of the specific human contribution.

French courts have so far applied a rather generous set of criteria. While lower
courts established early on that computerassisted creations can also be protected, the
Cour d'appel de Bordeaux (Bordeaux Court of Appeal) only required a minimal degree of
human originality.»”

In China, a court decided a case in which a user made extensive and targeted
specifications in over 100 prompts’s That was sufficient for the court to affirm copyright
protection. According to the court, the clearer the specifications given in the prompts, the
more likely the output will reflect the personal human expression.

The US Copyright Office, on the other hand, is stricter and sees the prompts purely
as instructions to Al. It takes the view that Al is responsible for the specific expression and
that this is generally not sufficient for copyright protection.’® However, the US Copyright
Office also points out that an artistic collage of Atgenerated content or a human revision
of Al content can justify protection.

17 Cofemel Judgment of 12 September 2019, -683/17; Mi | i tHsmyan @reafve Contdbution to Ad

Based Qutput-One Just Cany@RURINGE23, ppE9A33L49g h

172 Article 9(2), Agreement on TradeRelated Aspects of Intellectual Property Right§TRIPS) of 15 April 1994,;

Article 2, WIPO Copyright TreatyWCT) of 20 December 1996; Article 1(2) @irective 2009/24/EC

WMilitsyna K., oc6Human -Basel ®utputv@n eColnu srti bQian (BRURIGGeAtl Enoughy
2023, pp. 9399 4 9 ; Hugenholtz P.B. and Quintais J.P., cCopyright
Law Protect AIAs s i st e d The Interpatidn&! RReyview of Intellectual Property and Competition Law 52

2021, pp. 11901216.

174 Hartmann C. et al.;Trends and developments in artificial intelligen¢aublications Office of the European

Union, September 2020, p. 82.

175 Beijing Internet Court, Judgment of 27 November 2023(2023) Jing 0491 Min Chu No. 11279.

US Copyr i cChpyrigtbRefjistration Guidance: Works Containing Material Generated by Atrtificial

Intelligencey , 16 March 2023.
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4.1.3. Who is the author?

In most cases, if there is deemed to be an author at all, it will be the user of the Al output.
This applies, for example, when the users edit the Al output in such a way that it reflects
their personality. As already mentioned, it is also conceivable that a prompter inputs
instructions that are so specific that the concrete expression of the output sufficiently
reflects their creative choices.

While creative choices made by developers during the development of an Al
System can also lead to copyright protection, this protection will normally cover the
software code. The choices made during the development of the Al system will usually
not have a sufficient connection to the concrete expression of the output. This is because
most generative Al systems are specifically intended to have a broad range of uses and
are not created to produce one particular work’” The developers of the Al system create
the tool but not the work.

4.1.4. Protection through neighbouring rights

Some neighbouring rights are not linked to a human creative achievement but protect
investments or economic and organisational efforts. Particularly relevant in relation to Al
output in the audiovisual sector is the neighbouring right of the film producer.

EU law has partially harmonised the neighbouring right of the film producer
through directivesi® According to Article 2(1)(c) of the Rental Directive, both
cinematographic works and simple moving images that do not qualify as works fall under
the definition of a Jfilmd. Beyond the EU, ther
neighbouring right of the film producer.”

Creating a video with the help of Al tools can require an economic and
organisational effort that suffices to give rise to a neighbouring right®® The protection
afforded may be justified on the basis of the effort required in the procurement of the
software and hardware, the integration into the work processes and products, the
conception of the content, the necessary rights clearance as well as the need for skilful
prompting. As simple moving images are covered by the European definition of a film,

7Mi | i t s iuman Ckeative Centribution to ABBased OutputtOne Just CanY@RURInNgGGet Enough
2023, pp. 939949.

178 Article 3(1) (d) ofDirective 2006/115/EC Atrticle 3(3) ofDirective 2006/116/EC and Article 2(d) and Article

3(2)(c) of Directive2001/29/EC.

)L oef R. and Ver we h exriJbedegungea im abgeaiedeter freiddegréchtliichen

Filmherstellerschutzy Zeitschrift flir Urheberund Medienrecht2007, pp. 706711.

180B a u ma n Preddelejstungsschutzrecht: Der Schliissel zum Schutzd@nerierter Erzeugnissep , 3Af P

Zeitschrift fur Medienund Kommunikationsrech024, pp. 1931 97; Eber s9 MKl edana@&al Ur, healBer r ec ht
Kinstliche Intelligenz und Robotik Eber s M. et al . (eds. ), C D&s. Bec k, 2020, n
Urheberrecht als Trostpreis fir den Menschen? Die tberraschende Verteilung von Leistungsschutzrechten fir

Kl-Erzeugniss§ GRUR2024, pp. 505514.
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even videos generated completely by Al could enjoy protection. It is therefore irrelevant
whether or not the film qualifies for protection as a work according to the criteria set out

above The neighbouring right is created in connection with the physical medium on
which the film was first fixed, regardless of the content. The holder of the right is the

person or entity who provides the organisational and economic effort involved.

The neighbouring right of the broadcasting organisatioff? also protects the
broadcast material irrespective of the content. As such, a broadcasting organisation can
receive rights in audiovisual Al content that does not reach the threshold for protection as
a work1s3

4.2. Liability for Al output

4.2.1. When is an infringement deemed to have occurred?

As a basic principle, it can be assumed that the traditional and established general rules
of copyright law have to be applied when answering the questionof whether or not
output can be deemed to have caused an infringement As such, the existing provisions
under EU copyright law also apply to audiovisual Al output.

EU copyright law contains explicit provisions for adaptations only for certain types
of work, such as software® or copyright-protected databasesss For other types of works,
and in particular for audiovisual works, only the copyright laws of the individual EU
member states (for exampleBelgium ¢’ Frances or Germanye®) contain explicit provisions
on adaptations requiring authorisation. Rights of reproduction are fully harmonised under
EU law in Article 2 of the InfoSoc Directive® Harmonisation also covers reproduction in

18l Hartmann C. et al.;Trends and developments in artificial intelligen¢aublications Office of the European
Union, September 2020, p. 91.

182 See Article 13 of theRome Conventionfor the Protection of Performers, Producers of Phonograms and
Broadcasting Organisations of 26 October 1961,; Article 3(2)(d) of Directive 2001/29/EC; Article 14(3) of
TRIPS.

BBecker M., cDas Urheberrecht als Trostpreis fur
Leistungsschutzrechten fir KIE r z e u g BRUR2024ypp. 505514,

den Mens

BEinke M., cUrheberrechtliche Zul @ssigkeit HetschrifNut zung de

fur Geistiges Eigentun2023, pp. 4144 4 4Gencer at i ve Kl : Eine 6Bl ackboRy
Balanceakt zwischen Innovationsférderung und effektivem Rechtsschutz fir Werke Drityer & MéRtschrift

fur IT-Recht und Recht der Digitalisierung, 2024, pp. 29304.

185 Article 4(1)(b) of Directive 2009/24/EC.

186 Article 5(b) of Directive 96/9/EC

187 Article 1(1),Loi n° 2006961 du 1 ao(t 2006 relative au droit d'auteur et aux droits voisins dans la société de
I'information (Law no. 2006961 of 1 August 2006 on copyright and related rights in the information society).

188 | 122-4, Code de la propriété intellectuel(&rench Intellectual Property Code)

189 § 23 (1),Urheberrechtsgese{German Copyright Act)

190 |nfopaq Judgment of 16 July 2009, G/08.
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part:t When it comes to the reproduction right in relation to the neighbouring right of
the phonogram producer, the CJEU has also found that modifieeproductions also fall
under the concept of a reproduction if the original is still recognisable despite the
modification.2

According to the Bundesgerichtshof (German Federal Court of Justice), this case
law is also applicable to the reproduction right of genuine copyright in accordance with
Article 2(a) of the InfoSoc Directive®® However, the Svea hovratt, Patent och
marknadsoverdomstolen (Svea Court of Appeal, Patent and Market Court of Appeal) has
referred a question to the CJEU for cl ari
Pelham case law on the neighbouring right of the phonogram producer to exploitation
rights of the copyright author* It is not entirely clear how the CJEU will rule on this
guestion. But if one assumes that the CJEU will apply its case law in the Pelham case to
the right of reproduction under genuine copyright as per Article 2 of the InfoSoc Directive,
the only relevant factor under EU law when assessing whether an infringement has
occurred is recognisability. Accordingly, the question would then be: may the copyright
protected elements of an earlier work be recogrsed in the newly created (later) work®s

Applying this to Al output, the question to be asked is whether copyright
protected elements from earlier works are recognisable in the Al output. That said, there
is no principle of priority in copyright law, meaning that independent creations are not
considered copyright infringements. They are not deemed to be a reproduction of the
earlier work because the author of the later work has created their work independently.
To date, there is no CJEU case law on the question of when a work constitutes
independent creation. Nevertheless, the principle that independent creations are
permitted is widely recognised throughout the EU% Historically, the claim that a work is
an independent creation has only been used successfully on rare occasions. In Germany,
for example, similarities in terms of relevant creative parts generally suffice agrima facie
evidence that the work in question is a modified reproduction requiring authorisation.
This prima facie assumption can only be rebutted if it is likely, from the relevant
circumstances, that there is another explanation for the similarities than that the creator
of the later work drew from the earlier work

191 Infopaq Judgment of 16 July 2009, &/08.

192 pelham Judgment of 29 July 2019, @76/17.

193 Bundesgerichtshof Judgment of 7 April 2022 | ZR 222/20.

194 Mio and othersRequest for a preliminary ruling, €580/23.

195 Bundesgerichtshof, judgment of 7 April 2022, | ZR 222/20lio and othersrequest for a preliminary ruling,
C-580/23.

%S ee Pe u Kapyrightirithe, Artificial Intelligence Act3 A Primely GRUR Int2024, pp. 497-509; laia
V . To Besor Not to Be...Original Under Copyright Law, That Is (One of) the Main Questions Concerninrg Al
Produced Workg GRUR Inf 2022, p. 807-812; I n g u aArRefined Bpproacteto Originality in EU

f

cat

Copyright lLaw in Light of the ECJds yRteroaiand ReGevoffr i ght / Desi

Intellectual Property and Competition La2020, pp. 797-822,; on the legal situation in the United Kingdom:

GuadamuzAg A Scanner Darkly: Copyright Liability and Exceptio

Outputsy GRUR Int2024, pp. 111-127.
197 Bundesgerichtshofjudgment of 3 February1988, | ZR 142/86.
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As far as independent creation is concerned, the question is whether this principle
can apply in the case of Al output. Onanight assume that it cani®®¢ The principle would
be: if an Al system has been trained on recognisable work, the output does constitute a
copyright infringement but if an Al system produces an output which is purely
coincidentally similar to another work, without Al having been trained on that work, this
will constitute an acceptable independent creationi*® Rules for aprima facieassumption
should be applied also here.

4.2.2. Exceptions and limitations to copyright applicable to
Al output

Depending on the specific output, exceptions and limitations to copyright might apply, in
particular those under Article 5(3)(k) of the InfoSoc Directive for parody, caricature or
pastiche. Other exceptions and limitations, specifically in regard to audiovisual content,
also have to be considered. The provision under Article 4 DSM Directive for text and data
mining is not applicable to Al output, however.

4.2.3. Responsibility of the user

There are no Alspecific provisions at EU level that target the issue of responsibility. For
the question as to who is liable for the use of Al output, there seems to be a compelling
case for applying the existing principles, albeit slightly modified.

First of all, the general rules should apply where Al users use the Al output
themselves in a manner that has copyright relevance. This would mean that Al users bear
responsibility whenever they reproduce Al output (Article 2 of the InfoSoc Directive),
distribute it (Article 4 of the InfoSoc Directive) or communicate it to the public (Article 3
of the InfoSoc Directive). While the Al user directly carries out the use and is liable as
perpetrator, it is conceivable that he or she does act with negligencélack of culpability),
hence claims for damages are excluded. At the end of the day, anyone using Al tools will
have to check whether the output contains elements of thirdparty works 3 even if
certainty in this regard will ultimately not always be possible. If rightsinfringing Al
output is communicated to the public via a hosting provider, the CJEU liability model from

198 Also of this opinionnon UK copyright | aw: Guadamuz A., A Scanner

D a

Exceptions in Artificial GRURI®2024)pg.d11t2; ol Gepnartcepyright d Out put sy

|l aw: K &aYou Remembeay Zeitschrift fir Urheberund Medienrecht2024, pp. 174183; Nordemann

J . Beneratige Al, copyright infringements and liabilitys My guess for a hot topic in 2024 Kluwer Copyright
Blog 23 January 2 GéndrativeBlKbhundisheberrebht Urheleer und Anwender im
Spannungsfeldy Neue Juristische Wochenschi2f®23, pp. 36733678.

9B a u ma n Genbtative Kbund Urheberrecht Urheber und Anwender im Spannungsfelg Neue Juristische
Wochenschrift2023, pp. 36733678.
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GYouTube a# dan kyapplied.d'lyat liability model holds video platforms and
other hosting providers liable for infringements of the right of communication to the

public that they have indirectly caused, provided firstly that they play an indispensable
role in the infringement and secondly that they have breached duties of care.

Another conceivable outcome is liability of the Al provider. There is currently no
specific provider liability for copyright infringements in the area of generative Al. The
European Commi ssi onds draft revi stieapressly f
includes software as a product as per the definition in Article 4(1). However, copyright
infringements still do not fall within the scope of damage covered by that Directive® The
draft Al Liability Directive also does not include any provisions regarding the attribution
of liability in the event of copyright infringements by Al output, instead it only facilitates
the enforcement of rights2e

The existing rules must therefore be applied to Al providers. It should be noted,
however, that in most cases this will only concern liability for unauthorised reproduction
in the form of Al output (Article 2 of the InfoSoc Directive).

One possible solution is to utilise the CJEU liability model for parties that
indirectly cause infringements, as already mentioned above. Up to now, the CJEU liability
system has only been applied to the right of communication to the public. It would make
sense, however, to extend it also to cover other exploitation rights like the right of
reproductionz+ One particular argument in favour of this is that it could be used to create
a well-balanced liability system also for Al providers. Moreover, the content is not purely
user-generated as would be the case, for example, for typical hosting platforms. The
content is determined to a significant degree by the Al system. Al providers also have the
means (filters, blacklists, metaprompts, red teaming, training methods, etc.) to integrate
measures to reduce the rislof infringements into the system itself. In this regard, the Al
Act stipulates that providers of generalpurpose Al models must develop a policy to
ensure compliance with EU copyright law (Article 53(1)(c) of the Al Act). Against this
background, it makes sense that both users and providers can be liable for the output and
to impose duties of care on both.

For the CJEU liability model to apply, it is firstly important that the Al provider
plays an indispensable role. In theOcilion IPTV Technologi&scase, the CIJEU found that
hardware and software providers do not play an indispensable role as they lack an ability
to influence the infringement. In that case, the software and hardware provider supplied

200 YouTube/CyandoJudgment of 22 June 2021,-682/18 and G683/18.
201 COM(2022) 49inal.

MBaumann M., 6Gener at i Wreh ekb e ru nudn dJ r Anevibeerr dr eddeu JunistiScheannungs f e

Wochenschrift2023, pp.3673-3678.

203 | bid.

24N o r d e ma n\Neeu: TaterBchaftlicke Haftung von Hostprovidern im Urheberrecht bei (Verkehrs)
Pflichtverletzungen im Internety Zeitschrift fir Urheberund Medienrecht2022, pp. 806816,; Nordemann J.B.
d&Senerative Al, copyright infringements and liability- My guess for a hot topic in 2024 Kluwer Copyright
Blog 23 January 2024, of a different opinionSony Computer Entertainment Eurp@pinion of Advocate
General Szpunar of 25 April 2024, 59/23.

205 Ocilion IPTV Technologie3udgment of 13 July 2023, @26/21.
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its services to a third party and only that third party was in contact with the end
customers who were recipients of infringements® It should be noted, however, that in
the CJEU case, the end users were not the infringers (of the right of communication to the
public) either but only received the infringementsand did not have any influence on the
infringements themselves. Accordingly, it is possible that a software and hardware
provider - such as an Al provider does play the required indispensable role if it makes
the infringement (in the form of an unauthorised reproduction) available to the user. An Al
provider that outputs an infringement to a user would therefore be deemed to be playing
an indispensable role. There would then be certain duties of care incumbent upon the Al
provider if it wishes to avoid liability.

A nuanced assessment and thus a nuanced generation of duties of care appears to
be called for when it comes to copyrightinfringing Al output. The Al system can
determine the content of the output to a significant degree. Therefore, providing an Al
system involves more than just providing software that allows users to create
reproductions at their own discretion. The duties of care must be attributed according to
who induced the actual infringing content.

To the extent that Al is merely a technical tool for the user and the key
parameters for the determination of the content are set by the Al user (e.g. through his or
her prompts), only the Alusemayb e consi dered as a perpetrator.
prompts are designed to generate infringing content. The situation is different, however,
if the infringements were induced primarily by the generative Al. In that case, liability
could be attributed to the Al provider on the grounds of a breach of duty of care. This
would be the case if, for example, an Al user has only input very minor specifications in
their prompts and the Al system has ultimately generated the infringement autonomously.
The Al provider would have a duty of care at least to prevent clear copyright
infringements. That would apply even if the Al provider was previously unaware that its Al
system was capable of generating the infringement in question.

If the user is primarily responsible for the Al output, then the duties of care have
to be limited. Even then, however, the Al provider could bear some responsibility. After
all, Al still generates the content and plays an indispensable role in the infringement (see
above). A conceivable way to deal with such cases could be to apply the three duties of
care set out in YouTube/Cyand¥ in a slightly modified manner2es

A Upon becoming aware of the problem, the Al provider would have to do
everything technologically possible that could reasonably be expected of it, to
prevent the infringement being output again.

A The Al provider must, if it is aware or ought to be aware that users are
reproducing protected content illegally via its system, put in place the appropriate
technological measures that can be expected from a reasonably diligent provider

206 |pid.

207 YouTube/Cyanddudgment of 22 June 2021,-682/18 and G683/18.
208 Nordemann, J.BgGenerative Kinstliche Intelligenz : Urheberrechtsverletzungen und HaftumgGRUR2024,
pp. 1-2.
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in its situation in order to counter copyright infringements in a credible and

effective manner.

The Al provider may not participate in the selection of protected content that is
illegally reproduced, nor may it provide tools specifically intended for the illegal

reproduction of such content, nor may it knowingly promote such reproduction.
One factor which could suggest that an Al provider is knowingly promoting such
reproduction would be if the provider has adopted a financial model that
encourages its users to have protected content reproduced as Al output.

p)

It will have to be discussed further, if this path could be followed further.

424.providersd terms of wuse

The terms of use of most Al providers prohibit users from generating illegal content and
postulate that the user alone is responsible for the content generated. The provisions in
this regard are often accompanied by indemnity clauses that protect the Al provide®. As
such, the Al providers are attempting to relieve themselves, as far as possible, of any
responsibility for the content.

Such provisions generally have no effect on who bears liability, as far as third
parties like rightsholders are concerned. They are very much relevant, however, in the
internal contractual relationship between user and provider. If a user (deliberately)
generates infringing material, he or she breaches contractual obligations and the Al
provider has claims for recourse against the user if the provider themselves is subject to
claims for rights infringements.

As such, the fact that some Al providers offer indemnity clauses for copyright
infringing output is especially relevant for users®® However, Al providers often
incorporate a broad catalogue of exceptions which significantly limit the extent of the
indemnification.

4.2.5. Reducing potential liability

No conclusive analysis has yet been performed on the probability that individual Al
systems will generate rightsinfringing output. It is already becoming apparent, however,

2Such indemnity clauses can be found in almost all Al proc
11.3 of the Terms of Use of MistralAl.

210 See, for example, 50.10. of thAWS Service Terms or the Customer Copyright Commitment for Microsoft

Azure OpenAl Services
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that this probability will be largely determined by the specific intended purpose of the Al
system, the training data or the type of training** and the prompts2

There are also other ways to further minimise the risk of producing rights
infringing output. One way is to use an Al tool that has only been trained witto n eogirs
or licensed material. Even if the foundation model has been trained with a wide range of
works, a specific second training usingpo n e@fn materi als can reduce
tendency to produce infringing output.

When wording their prompts, users can avoid referencing protected works. This
precautionary measure has the equivalent effect otblacklistingy by the provider, where
the provider blocks certain prompts. In addition,anetapromptsy offer the possibility of
writing general instructions for the system. These metaprompts can be used to reduce the
probability that the Al system generates rightsinfringing content.2:

Al providers can carry out regular evaluations to determine the systemic risk of
rights infringements (red teaming) and filter out reported rightsinfringing content from
the output.2

4.2.6. Transparency

Transparency regarding the fact that the output in question has been artificially
generated protects the recipients.This can protect consumers but also endisers acting in
a professional capacity. For the latter, it is especially important that the content is eligible
for protection so that they can license it. In addition, clients need to be able to assess
whether their suppliers are using Al in order to gauge potential liability. The normal
guarantees in the area of film, that all rights in the supplied material are held by the
supplier, have to be critically scrutinised. If Al has been extensively used, it will not be
possible to provide this guarantee with absolute certainty. As a result, the number of
users demanding comprehensive disclosure of the use of Al in their contractual
agreements increases.

It is worth mentioning that it may be important for the user to disclose the use of
Al and specifically to inform contractual partners about it even if for liability reasons
alone. This applies particularly if the intention is to grant exclusive exploitation rights in

21Mi | i t s uman Ckeative Centribution to ABBased OutputtOne Just CanY@RURIngGGet Enough
2023, pp. 9399 4 9 ; Pesch P. Arpocalypse n®v3-GemeratiRe.K| undsdie Vervielfaltigung von

Trainingsbilderny GRUR2023, pp. 9971007.

2ZMar cus G. an@eneBaidve Al Masm Vigial Plag@rism Problem. Experiments with Midjourney

and DALLE 3 show a copyrightminefieldy IEEE Spectrum 24 June 2 0 2 4 ExtraCteng Training N. et al .

Data from Diffusion Modely arXiy 30 January 202 3FoundaiondledelsandFaiPUsg,et al ., ¢
Journal for Machine Learning Research 2823, pp. 279.

213 SeeMicrosoft Azure Customer Copyright Commitment Required Mitigations.

214 |bid.
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the output. Under the Writersd Guild agreement
obtain their clientds (film produce®s) permissi

Limited transparency obligations also exist within the Al Act. According to Article
50(1) of the Al Act, providers of Al systems must ensure that users can tell that they are
interacting with Al. However, this obligation only applies to direct interaction and not
every form of output. Providers of generalpurpose foundation models, however, have a
comprehensive obligation to label all output. Article 50(2) of the Al Act stipulates that
such providers must generally mark all Al output, in a machingeadable format, as
artificially generated.

Those using Al tools to create deepfakes must disclose this (Article 50(4) of the Al
Act) . |t should be noted in this regard that
number (60) of the Al Actis very broad: it covers all image, audio or video content that
resembles existing persons, objects or places and that would seem to a person to be
authentic. How dangerous the deception is for the individuals concerned is not relevant.
In the area of film specifically, Al can be used to generate real places as artificial sets or
Al lookalikes of real people. These are then deep fakes.

In conclusion, the use of Al affects a number of different areas within copyright
law. The Al Act regulates the issue from the perspective of product safety law and leaves
open many questionsregarding the traditional and established general rules of copyright
law. Despite the autonomy of Alsystems, the focus remains centred on the human:
copyright protection depends on the human contribution and liability depends on humans
meeting duties of care. Transparency obligations regarding the output are aimed primarily
at the legitimate interests of human recipients.

215 Article 72 D, Memorandum of Agreement for the 2023 WGA Theatrical and Television Basic Agreement of
25 September 2023.
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5. Personality Rights & Transparency

Kelsey FarisiMedia and entertainment business affairs lawyer, Reviewed & Cleared, London

5.1. Setting the Scene

When artificial intelligence company OpenAl released the ChatGR4o system in May

20242 peopl e noted the measpdechscapabiitips; imdudingyvite t e x t
seemingly flawless mimicry of vocal intonations across multiple languages. But

Hol l ywood star Scarlett Johansson noticed somet
sounds Gso eerily similary to hers that even
difference2

Complicating matters isthe fact that, according to Johansson, OpenAl approached
her multiple times to officially voice the product; she declined. So when a Scarletesque
voice was somehow used anyway, the actor was
leading her legal team to demand details of how ChatGRT o ds voi ce was devel o
time when we are all grappling with deep fakes and the protection of our own likeness,
our own work, our own identities, | believe these are questions that deserve absolute
clarity,y her press statement explained.

Al t hough OpenAl guickly disabled the systen
chall enges of protecting oneds |likeness in th
(genAl) content like deep fakes. Increasingly called digital doubles, replicas, or clones,
deep fakes first gai ned notoriety as cface s
someoneds | i p movement g Vbiceoniyadeg fakesaatetnewoa d s peec
the rise, t oo. For instance, Warner Music par
biopic of the chanteuse, to be narrated using herowny voice through the power of
genAl?® As a more controversial example, Drake's nownfamous disstrack Taylor Made

216 https://openai.com/index/hello-gpt-40/

27 Johansson SScarl ett Johanssonds Statement A®dMay2024)dhe | nter act
New York Times

286 Deep fakey is stildl common parlance, however this ter
image-based abuse (,e.sea al | ed cdeep fake porny), which may constitu
topic which falls beyond the scope of this chapter.

219 | ees D., (2024)Deepfakes in documentary film production: images of deception in the representation of the

real. Studies in Documentary Film, 18(2), 1G8129.

220 Keslassy E.Creators of the Edith Piaf enerated Biopic Speak Q@2 November 2023). Variety.
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Freestylefeatured unauthorised cloned vocals of fellow rap icons Snoop Dogg and Tupac
cG2Pacy&2Shakur

The technology presents remarkable creative opportunities. But as acting legend

Tom Hanks observed, genAl poses GaMbeausti stic ¢
hyper-realistic digital doubles can be created without legitimate approval of the cloned
individual . And when a personds protected worKk
knowledge, consent and remuneration to generate content[,] such uses may harm their

mor al , economi ¢ anxdtisphe latteigsue B persgnality irigits & thay .

this chapter will focus on in particular. Put simply, personality rights empower an

individual to (in certain circumstances and to various degrees) protect and control how

their |ikeness or other personal attributes (1t
age where anyone can replicate the appearance and voice of another quickly,

convincingly and without consent, personality rights have become subject to increased

debate and discussion.

New transparency obligations are s-et out |
approved Al Act Al Acl*and t he Counci l of Europeds new Fr
Artificial Intelligence, Human Rights, Demaocracy, and the Rule of LawCpnvention.2 In
the United States, legislation at both state and federal level may overhaul longtanding
publicity laws to protect individuals from unauthorised genAl content. The United
Kingdom has (as of July 2024) thus far resisted codified regulation to address Al
specifically, and instead relies upon its framework of extant common law (judicial
precedent), technologyagnostic statute such as consumer protection regulations, and
contract law to regulate Al. However, one can expect that at least some form of Al
specific regulation will be introduced in due course. This chapter explores the
technological advancements and commercial pressures driving these new laws, and
focuses on t he t heme of transparency t o con:
personality rights.

221 Horowitz S.,Dr ake Removes |} Taylor Made Fr ee,sFtomlISacialgMediae at ur i ng
After Threat of Lawsuit (28 April 2024) Variety.

22 See The Adam Buxton Podcast, Ep. 201 } Tom Ha n k
https://shows.acast.com/adambuxton/episodes/ep20itom-hanks

223 https://europeanjournalists.org/blog/2023/11/23/ai-transparencymust-be-put-back-at-the-heart-of-the-ai-

act/

224 Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying Down

Harmonised Rules on Artificiallntelligence and Amending Regulations (EC) No 300/2008, (EU) No 167/2013,

(EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 And (EU) 2019/2144 And Directives 2014/90/EU, (EU)

2016/797 And (EU) 2020/1828

225 https://www.eeas.europa.eu/delegations/councieurope/text-first-legally-binding-global-instrument-
addressrisks-posed artificial -intelligence-finalised_en
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5.2. Commercial Drivers

5.2.1. The Evolution of Digital Doubles

Despite considerable advancements in computegenerated images (CGIl) and synthetic

Voi ce progr ams over the vyears, the <chances o]
appearance or voice using this legacy technology remain slim to none. Artists could

therefore reasonably expect to maintain at least some control and bargaining power over

the use of their inimitable likeness. But after generative adversarial networksSGAN3 were
invented in 2014, Al ds capabilities wikere soon
performances as never befores

GenAl algorithms are e6trainedy on extensive
such as footage of act or s 2Whersaausgr ingrscts brr om s i n
Gpromptsy the algorithm to create new content

generate the desired text, i mages, agerddi o , or v
output often appeared amateurish, with discrepancies and visual glitches known as
cartefactsy or challucinationsy making it eas)

genAl output can rival authentic performances thanks to increasingly sophisticated GANs,
and the subsequent development of diffusion models and generative pr&rained

transformers (66GPTsy, |l i ke OpenAlds Chat GPT) .
complex content like the human face and voice to be generated realistically, quickly, and
at scale. Amongst other things, diffusion models refinepoegual ity or G6noi syy i

levels of hyperrealism, and GPTs create synthetic texts which are nuanced and
contextually responsive.

Since the European Audi ovi sAlmthe Abbiswisualv at or y d
Sector20202 still more impressive genAl techniques have emerged. Gaussian splatting
improves lighting, shadow effects and textures, and Neural Radiance FieldN¢RF
transform just a handful of selfies into intricate 3D scene$® Importantly for theatrical
performances, NeRFsan generate compelling emotional expressions for digital doubles.
GenAl can also be integrated with more traditional software, including tht for pose
estimation, photogrammetry, motion capture and video editing.

26ColeS.,MAssisted Fake Porn | s, Metherherdaetidby WeEfr e Al |l Fucked
227 This is of particular importance when considering the transparency obligations set out in Article 53(1)(d),
discussed below.

228 See in particular Farish, K.Personality RightsFrom Hollywood to Deepfakés Artificial Intelligence in the
AudiovisualSector(2020), IRIS Special 2022, European Audiovisual Observatory.

229 See Mildenhall, B. et al,NeRF: representing scenes as neural radiance fields for view syn{282%),
Communications of the ACM, Volume 65, Issue 1 pp 8206
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522.Performersgd Perspectives
Exploitation?

While on set for her scifi movie The Beastthe plot for which, coincidentally, involves Al),

French actor Léa Seydoux playfully suggested t
shouldndt be working. I shouldndt be IZ®sing ti
she recalls saying. Although intended as a j okt

certainly save a performer time and effort, and even provide new income streams.
Canadian singer Grimes, known for her electronic dance music and endorsement of
futuristic technol ogi es, announced she would G
generated song that uses [ her] voice,y and ar
wi t hout zpEficiendytand financial gain are just part of the story. Country Music
Hall of Famer Randy Travis lost the ability to speak and sing after suffering a stroke in
2012; a decade later, he permitted his record label to generate a new song featuring
synthetic vocals trained on his back cataloguesz Heralded as an example of how genAl

may empower disabled persons, the song had i mp«
ever wanted since the day othest r ok e was to hear that voice ac
remarked. 6The ability to have it back is a bez:

In these cases, genAl usage was endorsed by the person whose characteristics

were digitised. Unfortunately, this is not al
takes a blink out during an edit,y action star
the |ine at e6scaryy deep f ak ez HoWwoodtbeterarhr eat en
Sean Penn took his <criticism further, calling
moralityy t hat studi os woul d use di gital do
involvement.zs

Similarly, Shakespearian thespian and Succession star Brian Cox lambasted a
studiothatci n no uncertain termsy told another actol
cand do what the fyucvkhitchhe yColxi kfeadu nwdi tchczeinipl et el
Even those who support Al adoption in the entertainment industry urge caution, with
Legally Blondeds Reese Witherspoon admitting 6
our own creativity, our own humanity®zand our o0\

20| attanzio R.,Léa Seydoux and George MacKay on the Darkness @8lAgril 2024). IndieWire

21 https://x.com/Grimezsz/status/1650304051718791170

22 Carras, CRandy Travis releases new music with the help of Al after a s{iokay 2024), Los Angeles Times

233 Watercutter A.,Keanu Will Never Surrender to the Machiii®4 February 2023)Wired.

B4 Rodrick S.Sean Pennds Crusade: Why Heds Risking It Al'l for L
Buls on Studiosd Al PropoVaiétys (13 September 2023)

5 Parkel I,Br i an Cox R&a@aeys da AARTRASAIdagiyREly in London (21 July 2023)The

Independent

26 Desborough J.Reese Witherspoon says artificial intelligence in Hollywood must not be feared amid actor

backlash(15 April 2024), Mirror.
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5.2.3. Regulatory Gap

The idea that people should control how their name, appearance, and public image are

used is the legal foundation of personality rights. Personality rights evade a strict

definition per se so it may be helpful to consider them as a bundle of causes of action

rooted in intellectual property, consumer protection, and privacy, as well as economic

torts, publicity, defamation, and certain human rights¥ Data protection is a related

principle but serves a different purpose and, in some instances, personality rights can
protect intangi ble assets which are not person
reputation.

Subject to factual circumstances and jurisdiction, personality rights can be
asserted through a variety of sources, to include contract, litigation, and statute. Taking
contracts as a first exampl e, a musiciands a
establish the boundaries of how their voice may be digitally enhanced or cloned. But at
present many contracts are silent on genAl, meaning there may be no practical limit as to
how the label, studios, agencies, or other counterparties can generate and distribute
digital doubles. In any event, some performers lack the bargaining power or legal counsel
needed to sufficiently protect their contractual position.

As for dispute resolution, substantial resources are typically required to initiate
| egal proceedings or make public statements |
compliance. Whi |l st Scar |2edoutld affoodhtcaimstsust tavwyera nd 2 Pac
and PR experts, many people lack practical access to such remedies. Furthermore, legal
battles fought through the court system can be lengthy, uncertain, and inadequate insofar
as outcomes are concerned, meaning an injured party may find litigation to be more
trouble than it is worth.

Normally, legislation would establish certain guardrails for contracts and provide
statutory rights as a mandatory minimum, thereby reducing the need to turn to potentially
protracted and unbalanced negotiations or lawsuits. But as existing statutes have largely
failed to address the rapid advancements and complexities of genAl, obligations
regarding transparency, consent, and accountability are inadequate or otherwise nen
existent. These factors, coupled with the potential insufficiencies of contract law, have
led concerned stakeholders to demand new legislation to protect personality rights
effectively.

British singer-songwriter FKA Twigs may have put it best during testimony before
the United States Congress in April 202826 |  wi | | brey owenrdigi@l gloulblej to [
extend my reach and handle my online social media interactions, whilst | continue to
focus on my art from the comfort and solace of my studigy she expl ai nec
Not withstanding her fondness for Al however, [

27 See Farish, K.Personality Rights: from Hollywood to Deepfakesl 50

Z8DonahueBTupac Shakurds Estate Threat ens-GenerateslTupacNoicek e Over
(24 April 2024), Billboard.

239 FKA Twigs appeared before the U.S. Senate Judiciary Subcommittee on Intellectual Property on 30 April

2024 to comment on the NO FAKES Actliscussed below.
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when my art and my identity can simply be taken by a third party and exploited falsely for
their own gain without my consent due to the absence of appropriate legislative
c 0 n t2¢ Feoftunagely for FKA Twigs and others who share her opinion, new legislation is
on the horizon.

5.3. Transparency in European Instruments

5.3.1. European Al Act

Transparency encompasses the practice of being honest, open and clear about a particular

activity or decision. In the artificial intelligence context, this involves the disclosure of
accessible and straightforward information abo
and outcomes. With this information, talent, audiences, and other stakeholders can make

informed decisions about their interactions with Al3- to include giving or withholding

consent for the creation of digital doubles. Statutory transparency obligations can

therefore serve as a useful mechanism for fostering legitimacy and upholding personality

rights, because individuals are better equipped to understand and control how their

personas are utilised by such systems.

The AMmtAangparency obligations differ depen
ri sk profile, meaning the 6type and contenty
scope of the risks t h#®fiThisAiskbased appreactsreflects the gener at
European Uni onds gener al 2 put requtes @ lcasebyechse pr opor t
analysis to determine which obligations apply, taking into account the probability and

severity of potential harm2+ A | posing eunacceptabley risks, S |
profiling, or behavioural manipulation systems, is banned from the Union outrights

GHi-gihsky systems are those wused in products w
aviation or childrends toys), or otherwise c¢cri-t

services, and healthcare. Such systems are permitted but will attract robust regulatory
oversight, due to the potential harms they may inflict.

Transparency obligations for highrisk systems are consequently substantial, but
European Parliament guidance expressly states
be classified as highrisky>¢ That said, it would be wrong to assume genAl evades

240 hitps://www.judiciary.senate.gov/imo/media/doc/202404-30_-_testimony - _twigs.pdf

Al eRecitalsy and cArticlesy referenced below are from
242 Recital 26

WArticle 5(4) of the Treaty on European Union states that
and form of Union action shall not exceed what is necessary to achieve the objectives of the Treaties

244 Article 3 and Recital 52

25 Article 5

24¢https://www.europarl.europa.eu/topics/en/article/20230601STO93804/etai-act-first-regulation-on-

artificial -intelligence
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transparency obligations altogether. I-nstead,
p ur p o sGPA)alunique risk category with its own set of transparency responsibilities:
namel vy, t he depl oyerds l abel l ing requirements
documentation and compliance requirements under Article 53.

Taking these in turn, a G6deployery is the
systemz’ This would include talent agencies, production companies, record labels,
i ndi vi dual creator s and s o on, but exempt t
professional purposesy. The deployer must | abe
manipulatedy**and provide this information e6in a cl ea

| at er t han t he vi ewer ds cfirst 24 However,ao€t i on or
interest to those in retouching and postproduction roles, this obligation does not apply

where Al i s merely wused to Gperform/n assi s
ostensibly with software like Adobe Premiere Pro and Avid ADA.

Special requirements attach to deep fakes, which the legislation defines as A |
generated or manipulated image, audio or video content that resembles existing persons
[and] falsely appear to a person to be authentic or truthfuy?* Deployers must label deep
fakes as artificially generated or manipulated, but here too an interestingcarve-out
applies. Where the deep fake for ms part of a
fictional or analogous work or programms, | abels can be | imited ai
manner that does not hamper the display or enjoyment of the work?? This potentially
offers wide discretion insofar as style and substance of labels are concerned.

Article 53 contains the key transheagr ency ob
the natural or legal person who develops the Al and then places it on the market These
primarily concern recordkeeping and documentation to be made available to regulators,
interested third parties, and members of the public. The latter is arguably the most

relevant to the protection of personality righ
available a sufficiently detailed sumnary abou:
based on a template from the newlyestablished European Al Office. This requirement

seeks Gto increase transparency on J[training]

with legitimate interests, including copyright holders, to exercise and enforce their
rightsy.s

GPAl's provided on a efree and opensource |
documentation and architecture details online. In such cases, the opensource GPAI will be
exempt from some of the transparency requirements stipulated by the Act, unless the

247 Article 3

248 Article 50(2)

249 Article 50(4)

250 Article 50(2)

251 Article 3

252 Article 50(4) and Recital 134
258 Article 3

254 Article 53(1)(d)

255 Recital 107
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GPAI mo d e | i s deemed tys Hpveversie alltcases,sopegsolrcei c an't r
GPAI providers must still publish public summaries of training data and implement
internal policies to comply with copyright law.

5.3.2. Transparency in the Framework Convention on Al

The Framework Convention on artificial intelligence marks the first legally binding

international treaty of its kind. Led by theCounci | o Comrhittee onpAetificsl

Intelligence, representatives from countries including the United States, Australia and

Japan also contributed to the Conventi-onds de\
European countries can ratify itstermg¥ | f r at i fi ed, the countryds d
must protect human rights and the rule of law and adhere to® the Cor
enumerated principless including transparency?z

The Convention states that the complexity, opacity and varying levels of
autonomy of Al systems necessitat g Eisasf eguar ds
described as G 0 pyemeaning $he lagit dand copesaational getails of
algorithms should be "understandable and accessibjg®* What this means in practice
however is open to interpretation, as the Convention does not impose the sort of specific,
prescriptive obligations seen in the AI Act . I
| evel of generalityy to be cappliedy®lexibly irt

For genAl content, the Convention addresses the need to avoid deception, and
suggests etechnigues such as | abelling and wa
which can spread disinformation and misinformatiorts* The focus here largely centres on
public trust, consumer protection, and prevention of electoral interference. While certainly
important, this does not speak to the risk of harm faced by someone whose digital double
appears in such content, nor to how an aggrieved individual may seek redress.

Comfort mi ght instead be found in the Conv
which requrescacknowl edging the complexity and richi
emotions'24 A sympathetic interpretation of this provision, together with the
Conventionds <call to respect Gthe inherent val
normative arguments in favour of strong personality rights generally. The Convention
requiresceamhhuman regul ation and governancey t hat

256 Recital 104

X7 LamontC.The Counci |l of Europeds draft Al Treaty: balancing
(18 March 2024) Global Governance Institute.

28 All paragraphs referred to below are paragraphs of the Explanatory Reportto the Council of Europe
Framework Convention on Al and Human Rights, Democracy and Rule of Law

259 Paragraph 49

260 paragraph 56

261 paragraph 57

262 paragraph 49

263 Paragraph 43

264 Paragraph 53
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aut onomy, defined t her edidaiermmation andhree comgprra ci ty f o
Under this approach, protecting an individual's dignity may theoretically extend to an

obligation to mitigate emotional and psychological harm, for example if a digital double

is used in a defamatory or otherwise norconsensual manner.

Compl ementing human dignity and i ndividual
principle of privacy, framed broadly therein to include,inter alia, the protection of
cpersonhood (individuality or identity, di gni
psychological or moral integrityy. This is drawn from Article 8 ECH® which offers much
by way of case | aw. Hel pfully for our pur pose

autonomy can be wunderstood as a right to Gens
interference, of the personality of each individual in his relations with other human
beingsy2¢

When taken together, the Convention's principles of transparency, human dignity,
individual autonomy, and privacy suggest safeguards against the misuse of digital
doubles. Of course, this will ultimately dependon how member states choose to interpret
and implement these provisions in national legislation.

5.3.3. Different angles: The United States and the United
Kingdom

Home to Dolly Parton, Miley Cyrus, Justin Timberlake, Elvis Presley and countless other

musicians, the U.S. state of Tennessee has a vibrant music industry, especially in its

Memphis and Nashville metropolitan areas® It is unsurprising, then, that the state was

the first in the country to pass specific | egi
interests of its prominent recording industry) against unwanted Al cloning. Under the

Ensuring Likeness Voice and Image Security (ELVIS) Act of 2624 person must first

provide authorisation before their voice is broadcasted, performed, or otherwise made

publicly availablez® The ELVI S Act also introduces a new
algorithm, software [or] ot her technologyy des
likeness or voice without conseny2™

California is another Al regulatory hotspot, with more than 130 proposals made in
the 2023-2024 legislative session alone’ Those relevant to personality rights include

265 Paragraph 55

®%Article 8 of the European Convention on Human Rights gu
for his private and family life, his home and his correspondenge

267 Botta v. Italy Appl. No. 21439/93, Eur. Ct. H.R. (1998).

268 https://thecd.com/wp-content/uploads/2018/10/Entertainment2015.pdf

269 hitps://publications.tnsosfiles.com/acts/113/pub/pc0588.pdf

270 Section 6(a)(2)

271 Section 6(a)(3)
2?https://leginfo.legislature.ca.gov/faces/billSearchClient.xhtml?session_year=20232024&keyword=artificial%
20intelligence&house=Both&author=All&lawCode=All
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new restrictions on using cdigital aml i casy
requirements for Gi mperceptible and maxi mal |y
material* The Stateds existing publicity statute is
that a digital double is a protected aspect of

come with consumer warning labels that explain misuse could lead to civil or criminal
liabilities.2s However, progress may be slow, as Californian politicians are often caught
between the pressures of Hollywood creatives on the one hand, and Silicon Valley
innovators 3- to include OpenAls- on the other.

Work is also underway in Washington D.C. to establish a unified national
framework at federal level, with the current 118" Congress actively considering several
regulations designed to protect individuals from unauthorised Al cloning and deep fakes.
Notably, these include the Nurture Originals, Foster Art, and Keep Entertainment Safe (NO
FAKES) Acts the No Atrtificial Intelligence Fake Replicas and Unauthorized Duplications
(No Al FRAUD) Ae¢t; and the Defending Each and Every Person from False Appearances
by Keeping Exploitation Subject (DEEPFAKES) to Accountability AetEach act takes a
different approach to personality rights 3= broadly understood in America as the right of
publicity 3 but all three introduce consent requirements and statutory damages for
violations.

The NO FAKES Act is a bipartisan proposal to effectively establish a federal right
of publicity, which currently exists only within certain states and with varying levels of
protection* NO FAKES woul d protect an individual ds
property right enabling 6cert ay rwitheegceptiomani ¢ cont
for digital doubles appearing in news or public affairs broadcasts, documentaries, biopics,
satire, scholarly work, and mor e. No Al FRAUDC
grant every individual an intellectuadAlpropert)
generated or not. Whilst the DEEPFAKES Accountability Act primarily focuses on intimate
image-based abuse, it also introduces several labelling and disclosure requirements to
ensure genAl media is clearly identifiable as such.

Key to shaping these regulations is their ¢
First Amendment, which restricts how government may curtail freedom of expression. As
currently drafted, the proposals may have an unintended chilling effect on legitimate
creative expression, with the No Al FRAUD attracting criticism for potentially
gunconstitutionakly vaguey provisions.

273 Assembly Bill (AB) 2602https://legiscan.com/CA/text/AB2602/id/2928937

274 AB 3211https://legiscan.com/CA/text/AB3211and AB 3050https://legiscan.com/CA/text/AB3050

275 Senate Bill (SB) 97(ttps://legiscan.com/CA/text/SB970/

276 https://www.coons.senate.gov/imo/media/doc/no_fakes_act_draft text.pdf

277 https://www.congress.gov/bill/118th-congress/housebill/6943/text

278 https://www.congress.gov/bill/118th-congress/housebill/5586/text

Tennesseeds Personal Ri ghts Protection Act of 1984, br ol
together with Cal i f,areexanmplgssof state publicitylensde § 3344

280 Nair P.,Imitation Is Not Flattery: Introducing the NO FAKES(A6tJanuary 2024) ACT | The App Association
281 No Al FRAUD, Section 3(1) and (2)

%2Klosek K,.No Fr auds, No F(aMach 2024\ Assdeiationrof Reésearch Libraries.
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In contrast to the European riskbased approach, the United Kingdom has been
deliberately laissez faire Its principal roadmap for Al legislation was set out in the 2023
pro-i nnovation approach to #Ilwhich egenslbg tssesting G Whi t e

Ghedwnded and rigidy Il egislation ecaylt sti fl e
claims that as the UK is echome to a third of
many as any other European countgy the British Government will consult with sector

specific regulators and industry stakehol ders

framework to cGease \lhadsoduggests¢hat extant legislason, fioe s s
example regarding product safety and consumer protection, may be sufficient to address
the harms posed by Al

Nevertheless,the British parliament does appear to acknowledge that genAl can
create materi al t hat cdel i berately mi srepr ese
charactery, and that some Al models do not sufficiently disclose or explain technical
information.## To combat these and other challenges, the White Paper introduced

Gappropriate transparency and explainabilityy
respect when designing and providing Al solutions. In its February 2024 resport§eto the
White Paper, Government stated it was ocexplor

transparency, including measures so that rights holders can better understand whether
content they produce is used as an input into Al modeils However, the focus here is
expressly upon copyright rather than personality rights or reputational protections, and as
the British government continues to stand firmly by a nonstatutory approach, any such
transparency mechanisms would be voluntary.

Notwithstanding the above, the UK is wunlike
Al rides off unregulated into the sunset. Fir s
ultimately require | egiissSleatoindd yac ttihen yo uitrc odmee o
July 2024 elections resulted in a change of national ruling party, to one which has been
vocal about the need to introduce Al regulations® It is therefore probable that the
approach outlined above will succumb to more stringent transparency obligations and
codified protections for individuals under the newgovernment.

5.4. Transparency as a keystone to uphold personality rights

Of course, legislation forms only part of the personality rights saga of the Al era. Many
businesses are selregulating, with groups like the Coalition for Content Provenance and

283 hitps://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper

284 https://publications.parliament.uk/pa/cm5803/cmselect/cmsctech/1769/summary.html
285https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approachpolicy-
proposals/outcome/apro-innovation-approachto-ai-regulation-governmentresponse

286 ibid.

287 See, inter alia, Landi, M.Labour commits to introducing Al regulation for tech giarfse Independent (13
June 2024) and the Labour Party Manifesto
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Authenticity (C2PA%¥s and the National Institute of Standards and Technology (NIS™)

establishing voluntary technical and governance standards. Public pressure and advocacy

groups are likewise making an impact, as evidenced by the resolution of the SAGTRA

walkout in December 20232 After five months of industrial action, the entertainment
workersd wunion approved a deal with the Al 1l :
Producers (AMPTPY: the major American trade association for film studios, television

networks, streaming services, and production companies. Amongst other things, AMPTP
entities must now secure a performerds consent
2024, there are also more than 20 active intellectual property lawsuits across both sides

of the Atlantic involving genAl companies, the outcome of which will almost certainly

influence how genAl is developed and useg?

It remains an open question as to how legislation, industred initiatives,
contractual negotiations, and case law will evolve to address the challenges of genAl.
What is clear, however, is that transparency is crucial for the meaningful exercise of
personality rights as digital doubles and Al cloning become more commonplace. Consent
is crucial for control, and legitimate consent requires honest, accessible information about
genAl risks and benefits. Moreover, when providers and deployers are transparent about
how genAl is developed and utilised, this helps ensure they may be held to account so
that harmed individuals have proper means of redress. This can safeguard performers,
creators, and audiences, as well as encourage trust in the proper use of digital doubles
and the systems that create them lawfully. Perhaps most importantly, when people are
fully informed as to how their likeness, voice, or other personal attributes are digitised,
this goes some distance to affirm their rights to sefdetermination, dignity and autonomy.

In the words of actor Talulah Riley: "It is vital that my voice and my image are my own, no
matter how easily and cheaply those things can be digitally replicated*

288 https://c2pa.org/specifications/specifications/2.0/index.html

289 https://www.nist.gov/itl/ai -risk-managementframework

2% https://www.sagaftra.org/sagaftra-membersapprove-2023-tvtheatrical-contracts-tentative-agreement

291 summary of the updated contract

292 ee E. Status of all 24 copyright lawsuits v. Al compan{24 May 2024). Chat GPT is Eating the World.

23 VallanceC. Act or s |l aunch campai g2l Apig2822)nBB€C. Al } show steal ersd
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6. Impact of Al on the audiovisual
labour market in Europe

Elodie MigliorePhD at CEIPI, University of Strasbourg

6.1. Introduction

« Toute puissance est faible, a moins que d'étre unie%

Le vieillard et ses enfants3 Jean de La Fontaine

The rise of Al technologies is impacting every aspect of our daily life. As depicted in many
works of science fiction, such as I, Robaéts the common perception of Al technologies is
that they will replace humans in many tasks. Whilst it can be perceived as a pipe dream
for some, there are already specific sectors where this prediction is becoming a reality,
with technologies effectively replacing human labour.

One prominent example is the creative sector. An early study by Openildicates
that the exposure risk for writers and authors is at 82.5%¢ The audiovisual sector is no
exception. A report by KPM& indicates that creative occupations have some of the
biggest shares of tasks susceptible to automation, with a 43% share of tasks automated
for aut hor s, writers, and transl at o#3his wi t h h i
could lead to many consequences such as squeezing the pay of professional writers
further. However, workers have decided not to sit back and stay passive. This has led to
major strikes and disruption in the last few months.

This Chapter seeks to analyse the current state of labour law in the audiovisual
sector concerning the use of Al, drawing upon the two major strikes that happened in the
United States (US).

246 Any power is weghkeetrandlados.s it is united

29| robot, Alex Proyas, 20th Century Fox, 2004.

2% Tyna Eloundou and others, GPTs Are GPTs: An Early Look at the Labor Market Impact Potential of Large

Language Model$ (arXiv, 21 August 2023)

¥'"Generative Al and the UK Labour Markety, KPMG UK
2%8"\Writersand At( Wr i t ersd Guild of Great Britain, 12 July 2023)

© EuropeanAudiovisual Observatory (Council of Europe) 2@

Page65


https://arxiv.org/abs/2303.10130
https://arxiv.org/abs/2303.10130
https://kpmg.com/uk/en/home/insights/2023/06/generative-ai-and-the-uk-labour-market.html
https://writersguild.org.uk/wggb_campaigns/writers-and-ai/

Al AND THE AUDIOVISUAL SECTOR: NAVIGATING THE CURRENT LEGAL LANDSCAPE

6.2. Impacts of Al on labour law in the audiovisual sector in
the US

6.2.1. The WGA and SAGAFTRA strikes

On 2 May 2023, the Writers Guild of America (WGA), a labour union representing 11 500
screenwriters went on strike. The strike order concerned all companies that are
signatories to the Minimum Basic Agreement (MBAY, a collective agreement that sets
out the rules and pay rates applicable to WGA scriptwriter®2 The writers had not been on
strike since the historic 100-day strike in 20073

Then, on 14 July 2023, the Screen Actors Guddimerican Federation of Television
and Radio Artists (SAGAFTRA), a labour union representing 16000 media professionals
worldwide, also went on strike. The strike order concerned all services covered under the
Producer SAGAFTRA Codified Basic Agreement, and SAGTRA Television Agreements
and their related agreements? It was the first time actors had engaged in a labour
di spute in the United St a%Mos inpairtandyeforthbfast 1980 ac
time since 1960, actors and writers were simultaneously on strike.

Both unions fought against the Alliance of Motion Picture and Television
Producers (AMPTP), a trade association representing 350 American television and film
production companies in collective bargaining with entertainment industry unions.

The WGA strike ended after 146 days, on 27 September 2023, following an
agreement reached with the AMPTP, covering the period from 25 September 2023 to 1
May 2026.

The SAGAFTRA strike ended on 9 November 2023 with an agreement ratified on
5 December, covering the period from 9 November 2023 to 30 June 2026.

Both strikes shared common revendications such as negotiating new residuals
linked to the rise of streaming services, but they also shared the common objective to
regulate the use of genAl in the course of their employment.

WGA screenwriters feared that Ajienerated works could compete with their jobs
and that training AI model s with professional

299 Memorandum of Agreement for the 2023 WGA Theatrical and Television Basic Agreeme?123

300 Flodie Migliore, 'Fin de la gréve des scénaristes américainsquand Idinion fait la force", Intelligence

artificielle | Dalloz Actualité (2023)

301 Cal Berry,"Blueprint for a Strike in the Entertainment Industry: Lessons from the 2007 WGA StrikéLeft

Voice 5 November 2021). See alsd?encils Down! The 100 Days of the Writers Guild Strike, Brian S. Kalata,

2014.

302"SAGAFTRA Strike Order for TV/Theatrical/Streaming ContratSAGAFTRA

303 Cynthia Littleton, "Revisiting the 1980 SAGAFTRA Stri ke with | MASHd Star s, an
Night Negotiating Sessi ons (VarietWeSpRaembet2023h g t o Stri ke Li ke H
3042023 TV/Theatrical Contracts Tentative Agreement

© EuropeanAudiovisual Observatory (Council of Europe) 2@

Page66


https://www.wga.org/uploadedfiles/contracts/2023_mba_moa.pdf
https://www.dalloz-actualite.fr/flash/fin-de-greve-des-scenaristes-americains-quand-l-union-fait-force
https://www.leftvoice.org/blueprint-for-a-strike-in-the-entertainment-industry-strike-lessons-from-the-2007-wga-strike/
https://www.sagaftra.org/sag-aftra-strike-order-tvtheatricalstreaming-contracts
https://variety.com/2023/biz/news/sag-actors-strike-1980-similarities-differences-1235711202/
https://variety.com/2023/biz/news/sag-actors-strike-1980-similarities-differences-1235711202/
https://www.sagaftra.org/files/sa_documents/TV-Theatrical_23_Summary_Agreement_Final.pdf

Al AND THE AUDIOVISUAL SECTOR: NAVIGATING THE CURRENT LEGAL LANDSCAPE

o
T
s

O

and residuals. SAGAFTRA was concerned that studios might use Al and digital

technologies to replicate performersd faces

opportunities.

6.2.2. The WGA agreement after the strike

The demands of the WGA were numerous. While some of them were accepted, others
were not incorporated into the agreement as they stood»

Firstly, it was decided that the use of genAl is not permitted to write or rewrite
literary material/content. Moreover, Algenerated content cannot be considered as source
material under the agreements

In addition, a screenwriter may use an Al system as part of their services if the

company agrees, provided that the screenwr.i

However, a company may not impose on a scriptwriter the use of an Al system to deliver
its services. The company may also reject the use of an Al system, particularly if it has
doubts about the possibility of benefiting from copyright protection for the content
produced, or about its ability to exploit said content. The company must also inform the
writer if the documents communicated to them have been generated by an Al system or
contain elements generated by an Al system.

Finally, a contentious issue was the training of Al systems, to which the WGA was
strongly opposed. This issue was one of the most difficult to settle, and the agreement
maintained a clause implying that if the writers retained reserved rights on their material,
they could 3 or the WGA on their behalfz forbid the use of said material for the training
of a GAI. On the contrary, this also means that if a studio fully retains the reserved rights
on the material, they can exploit it to train GAIl systems% This clause is not as victorious
as it appears, though, since there is no ban on studios using scripts they own to train Al
systems; all will depend on the rights retained.

6.2.3. The SAGAFTRA agreement

The WGA agreement embodied a step forward concerning the regulation of Al in the
audiovisual sector. The SAGFTRA agreement similarly integrates interesting

305 Article 72, page 68, WGA Proposal No. 29, Memorandum of Agreement for the 2023 WGA Theatrical and
Television Basic Agreement, 2023.

306 Source materialaneans all material upon which the screenplay is based other than story as hereinabove
defined, including other material on which the story is based. Credit shall be given on the screen for story
authorship of featurel engt h mot i o nseephe202UWGASMInimun] Basic Agreemenpage 403.

Algener ated content cannot be used to infringe a writerds

307 Article 72, page 68, WGA Proposal No. 29, Memorandum of Agreement for the 2023 WGA Theatrical and
Television Basic Agreement, 2023.
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provisions: The 2023 SAGAFTRA memorandum of agreement (MOA) governs theatrical
motion pictures and scripted dramatic content produced for television and new media
platforms, with a specific focus on the issues surrounding output®? The agreement
underlines consent and compensation as two core notions, consistently present
throughout the Al provisions.

6.2.3.1. Training data

Firstly, concerning the issue of training data, it appears that the MOA of the SAGFTRA

does not provide additional payments for the inclusion of footage or voice recordings of

an actords performance in a training dataset
seek compensation, but it is left to actors or performers to negotiate their own deals. This

situation appears possible for famous actors with enough bargaining power, but less

realistic for new actors entering the market.

The only provision dealing with training data is Paragraph C of the Title Il
«Artificial Intelligence» of the Summary of 2023 Tentative Successor Agreement to the
2020 ProducerSAGAFTRA Codified Basic Agreement and 2020 SAGTRA Television
Agreemengw, providing regular meetings to e[ 1] di s«
work produced under [the Collective Bargaining Agreement] to train GAIl system for
creation of Symthetic Performersy.

6.2.3.2. Synthetic performers

Secondly, the agreement defines the concept of a synthetic performeass a digitally-

created assetwhichci s i ntended to creat e, and does <crea:
asset is a natural performer who is not recognizable as any identifiable natural performer;

is not voiced by a natural person; is not a Digital Replica; and no employment

arrangement for the motion picture exists with a natural performer in the role being
portrayed By the asset.y

It then provides additional requirements for the use of recognizable synthetic
performers. This notion refers to synthetic performers including recognizable features of

an actor, such as a e6principal faci al feature
requested through a ¢ indhmssituatidn,othe gprodGArimuss y st e my .
bargain and obtain the performerds consent. Fo

308 However, thereare dissenting opinions, see on this issue Laura WeissSAGAF TRAds New Contract |
Short on Protections from AY(Prism 5 December 2023). See alsiz Ho w -/SFATGRAds Al Provisions \
Lawyergs View

3092023 TV/Theatrical Contracts Tentative Agreemengp.cit

810 https://www.sagaftra.org/files/sa_documents/TVTheatrical_23 Summary_Agreement_Final.pdf

3112023 TV/Theatrical Contracts Tentative Agreement, Section C, pagedh.cit

3122023 TV/Theatrical Contracts Tentative Agreement, Section C, pageof.cit

313 |bid
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to generate a synthetic performer with Emma St
and obtain her explicit consent.

6.2.3.3. Digital replicas

Thirdly, the agreement defines two types of replicas, namely employmerhased replicas
and independent replicas

Employmentbased digital replicas are defined as digital reproductions of a
performerds voice or |ikeness that are created
motion picture, using digital technology and the performer's physical participation, to
portray the performer in photography or soundtracks where they did not actually
perform3s For instance, creating a replica of Kyle MacLachlan to portray a young Henry
MacLean in Fallout®

In this situation, the producer must provide advance notice prior to service
creation, and obtai n t heewrsénbimaseparatedomment and ¢ 0|
from the employment contract signed by the performer, alongside additional
requirements for compensation. Then, the agreement provides a whole section dedicated
to the use of these replicas, providing rules on when consent or extra compensation is
required®*l t must also include Ga reasonabby specifi

Independently created digital replicas are replicas designed to convincingly
portray a natural performer by using recognizable features such as their voice and/or
likeness. The replica will be used to perform a character rathehan the natural performer
and there is no employment arrangement with the natural performer for the motion
picture in which the replica is used. It is often created by using existing materials to
portray the actor in scenes they did not actually shoot® 3 for example, Paul Walker as
Brian O'Conner in Fast and Furious 7. For this type of replica, a producer must negotiate
and obtain consent prior to use. It also provides for pension and health contributions.

6.2.3.4. Digital alteration
Finally, the agreement also deals with the concept of digital alteration, a common

phenomenon in the movie industry. Digital alteration can be performed for cosmetics
purposes for example and might not always involve Al processes. Consent will not be

314 bid

315 |bid

S%Foradi gi tal replica which is not to everyoneds taste and
fans, some of them speculating that it was Agenerated and mentioning the SAGAFTRA agreements, see this

discussionon Reddit for example

3172023 TV/Theatrical Contracts Tentative Agreement, Section Gp.cit

318 The agreement also contains provisions concerning deceased acsoor the use of these replicas for a

sequel or a prequel for example, seébid, page 5

3192023 TV/Theatrical Contracts Tentative Agreement, Section Gp.cit

320 |bid
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needed when c6the photography or soundtrack
scripted, perfor med and/ or recordedy, but
alterations. Similar rules concerning consent and compensation are included.

6.3. Impacts of Al on labour law in the audiovisual sector in
the EU

6.3.1. European Union policy

The two strikes in the US managed to achieve improved working conditions for workers in
the audiovisual sector. It appears that the European Union (EU) is also starting to consider
these issues.

Firstly, it must be noted that social policy is primarily the responsibility of EU

member states, and it could impact the EUdSs

to Al. However, certain domains are a shared competence with the BUlndeed, Title X of
the Treaty on the Functioning of the European Union (TFE®)defines social policy in the
EU32 A horizontal social clause is also introduced by Article 9 of the TFEU. In addition,
Article 6 of the Treaty on European Union (TEE# grants binding authority to the social
rights outlined in the EU Charter of Fundamental Rights.

The European Parliament and the Council may adopt incentive measures to
support and complement the actions of EU countries in specific areas. They may also
adopt minimum requirements through directives to enable EU countries to adopt
additional stricter provisions. These directives concertimited domains, including but not
limited to, health and safety of workers, information and protection of workers or
protection of workers in the case of termination of their employment contrace?

It means that the European Commission will have limited competence in social
matters, notably concerning remuneration, explaining why the European Commission may
not move as quickly in these areas.

For now, there is no EU binding legislation specifically focused on the audiovisual
sector imposing new terms on member states, but a step forward can be observed at the

321 Shared competence refers to areas in which legislation and the adoption of binding acts can be carried out
both at European level and by each of the Member States, independently of the otherdowever, Member
States can only exercise their competence to the extent that the EU has not exercised, or has decided not to
exercise, its competenceConcerningsocial policy, it only concernsaspects specifically defined in the treaty

322 Consolidated versions of the Treaty on European Union and the Treaty on the Functioning of the European
Union 2012/C 326/01

323 Social policy objectives are detailed by Article 151 of the TFEU.

324 Consolidated version of the Treaty on EuropeanUnio@ 2 02/ 1
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https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:12012E/TXT
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:12012E/TXT
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:12016M/TXT















































































































































































